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Thesis summary

There is strong evidence that human activities are altering the Earth’s climate and biogeo-
chemical cycles. Anthropogenic carbon emissions have increased the concentration of carbon
dioxide (COz2) in the atmosphere by about 40% since preindustrial times. The elevated COq
levels are the main drivers of changes in the atmosphere’s radiative balance as well as in the
ocean’s chemistry. This thesis investigates consequences of the anthropogenic interference
with the coupled carbon cycle-climate system. A main focus is on the acidification of the
oceans caused by the uptake of anthropogenic COy. Further, interactions between climate
and the carbon cycle are addressed. Numerical simulations with coupled carbon cycle-climate
models are used to quantify future changes under several scenarios of CO45 emissions, land-use
change, and other forcings. Such projections are important for assessing potential impacts
on ecological and socio-economic systems. Moreover, they provide a basis for developing mit-
igation and adaptation strategies and contribute to the understanding of the complex carbon
cycle-climate system in general.

The introduction in chapter 1 provides an overview of the global carbon cycle with an em-
phasis on ocean biogeochemistry. Further, important concepts such as radiative forcing,
feedbacks, and climate sensitivity are introduced. The influence of human activities, predomi-
nantly the emissions of COq, is summarized and discussed with respect to ocean acidification
and the perturbation of the radiative balance, followed by an overview of the associated
changes in climate and feedbacks within the coupled carbon cycle-climate system.

Chapter 2 consists of three publications presenting projections of ocean acidification with a
special focus on the Arctic Ocean. The global coupled carbon cycle-climate model NCAR
CSM1.4-carbon is applied to simulate ocean acidification for the industrial period and for
the two IPCC SRES emission scenarios A2 and B1 (2000-2100). The results support the
important finding of earlier studies that the ocean’s chemistry is undergoing large and rapid
changes in response to anthropogenic carbon emissions with potentially severe impacts on
marine ecosystems. Ocean pH and the aragonite saturation state, a key variable governing
impacts on calcifying organisms, decrease rapidly on a global scale. In the A2 scenario, water
saturated by more than 300%, considered suitable for coral growth, vanishes by 2070 (CO2
630 ppm), and the ocean volume fraction occupied by saturated water decreases globally from
42% to 25% over this century. By extending the simulations from 2100 to 2500 under the
assumption that carbon emissions are (unrealistically) reduced to zero in 2100, it is shown
that the projected changes in the 21st century are largely irreversible for at least several
hundred years.

The Arctic Ocean is identified to be particularly vulnerable with respect to ocean acidification.
The largest projected pH changes (ApH = -0.45) worldwide occur in Arctic surface waters.
Aragonite undersaturation in the Arctic Ocean is imminent and expected to begin within
the next decade for both scenarios. By the time atmospheric COy exceeds 490 ppm (2040
in A2, 2050 in B1), more than half of the Arctic is projected to be undersaturated at the
surface. By the end of the twenty-first century and for the A2 case, undersaturation in the
Arctic Ocean also occurs with respect to calcite. The main reasons for the vulnerability of the



Arctic Ocean are its naturally low saturation state and that Arctic climate change amplifies
the acidification, in contrast to other regions like the Southern Ocean, where no significant
interaction of climate change and ocean acidification is found in our simulations. Freshening
of surface waters and increased carbon uptake in response to sea ice retreat is projected to
amplify the decrease in Arctic mean saturation and pH by more than 20%. The results imply
that surface waters in the Arctic Ocean will become corrosive to aragonite, with potentially
large implications for the marine ecosystem, if atmospheric COs is not kept below 450 ppm.

In chapter 3, the response of the marine ecosystem productivity to climatic changes under the
SRES A2 emission scenario is investigated with four comprehensive global coupled carbon
cycle-climate models. The marine biological cycle is an important element of the carbon
cycle and climate system, which influences the abundance of atmospheric COs. Yet the
simulation of primary productivity in general circulation models is a relatively new field
and remains challenging. The four models applied here, which include representations of
marine ecosystems of different complexity and structure, all show a decrease between 2 and
13% in global mean net primary productivity by 2100. Despite differences in magnitude, a
decrease in productivity over the 21st century is a robust result. Reduced nutrient supply
to the productive zone in response to a shallower mixed layer depth and slowed circulation
is identified as the dominant mechanism in the low- and mid-latitude ocean as well as in
the North Atlantic. In parts of the Southern Ocean, on the other hand, an alleviation
of light and/or temperature limitation leads to a productivity increase. The results are
compared to recent projections relying on an empirical model approach, which suggest a
productivity increase, and differences are discussed. Further, a method based on regional
model skill metrics is developed to generate weighted multi-model means of projected changes
in productivity. The multi-model estimate of the decrease in net primary production by 2100

is -2.9GtCyr—! (-8%).

In chapter 4, the Bern3D-LPX Earth System Model of Intermediate Complexity is applied
to perform a large set of coupled climate-carbon cycle simulations over the last millennium
and into the future under different scenarios. At first, the new model setup is presented
and the newly implemented land surface albedo model component is described in detail and
validated by comparing results with satellite observations. Further, the impact of land-use
changes on the surface albedo and radiative forcing is quantified and compared to internal
feedbacks. For the future projections, the model is forced as specified by the four represen-
tative concentration pathways (RCP), which have been selected for simulations with regard
to the next Assessment Report of the IPCC, and their extensions up to 2300. Projections
of global warming, steric sea level rise, and ocean acidification are provided and committed
changes under different assumptions are quantified. Projected changes in the global mean
temperature by 2100 range from 1.8°C in the low mitigation scenario (RCP3-PD) to 4.6°C
in the high baseline scenario (RCP8.5). Further, changes in the carbon cycle are analyzed
and simulations with prescribed COq concentrations (diagnosed emissions) are compared to
emission-driven simulations. When prescribing CO2 emissions, the model simulates signifi-
cantly higher CO2 concentrations than specified for the RCP scenarios. This is a consequence
of a relatively weak oceanic carbon sink, a considerable effect of land-use induced changes in
the terrestrial sink capacity, and losses of carbon from soils. Finally, allowable emissions are
quantified in four simulations where global mean temperatures are stabilized at 1.5 to 4 °C.

The impact of climate change mitigation on ocean acidification projections is discussed in
chapter 5. A large set of baseline (no climate policy) and mitigation emission scenarios is
explored in simulations with the Bern2.5CC and NCAR CSM1.4-carbon models. Emission
scenarios provide an indication of the potential effect of mitigation policies but are often
idealized and assume that new technologies and climate policies can be introduced over a
relatively short period of time, especially in the lowest mitigation scenarios. The physical
impacts in terms of ocean acidification are lower in mitigation then baseline scenarios. Early



decisions are required to meet specific mitigation targets. The low scenarios, which result in
similar global mean surface carbonate saturation states by 2100 than observed today, depart
from the corresponding baseline emissions around 2015-2020. They require socio-political
and technical conditions that are very different from those now existing.

Chapter 6 presents a study that investigates the response of the carbon cycle to large changes
in ocean circulation. Ensemble simulations with the NCAR CSM1.4-carbon model are forced
with freshwater perturbations in the North Atlantic and in the Southern Ocean that lead
to reductions of the Atlantic Meridional Overturning Circulation. Changes in the physical
climate fields, in turn, affect the land and ocean biogeochemical cycles and cause a variations
in the atmospheric CO9 concentration by up to 20 ppm. The response depends on the location
where the freshwater perturbation is applied. In the case of a North Atlantic perturbation,
the land biosphere reacts with a strong reduction in carbon stocks and atmospheric CO2
levels are increased. This response is strongest in the tropical regions due to a shift of the
Intertropical Convergence Zone, and can be found most clearly in South America. The results
are mainly discussed with respect to abrupt climatic changes in past and they are compared to
proxy records. However, the results also have some relevance with respect to anthropogenic
climate change. Many models project a reduction in the Atlantic Meridional Overturning
Circulation under future scenarios and the simulated responses in the carbon cycle presented
here illustrate potential feedback mechanisms.

Finally, an outlook in chapter 7 outlines how the work presented in this thesis will be con-
tinued in future studies. In the appendices, the coupling of the Bern3D and LPX models is
documented along with several other technical improvements that have been implemented
during this thesis.
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Chapter 1

Introduction

1.1 Motivation

In recent years climate change and the emission of greenhouse gases have been playing an
increasingly prominent role in scientific, political, and public debates. This debate is fueled
by (i) direct observation of climate change effects such as the rapid decline in Arctic sum-
mer sea ice extent (Stroeve et al., 2007), (ii) the growing evidence that human activities
have significantly contributed to the observed global warming trend of 0.74+0.18°C from
1906 to 2005 (Solomon et al., 2007), (iii) the identification of potential negative consequences
for ecosystems and society linked to increased atmospheric CO2 such as ocean acidification
(Royal Society, 2005; German Advisory Council on Global Change, 2006) or sea level rise
(Anthoff et al., 2006), (iv) the assessment of potential economic costs associated with climate
change (Stern, 2006), and (v) the increasing awareness that in view of the world’s growing
energy demand, policy actions are needed for “the stabilization of greenhouse gas concen-
trations in the atmosphere that would prevent dangerous anthropogenic interference with
the climate system”, as required by the United Nations Framework Convention on Climate
Change (United Nations, 1992). As a result, the European Union and several other countries
have adopted a global warming limit of 2°C as a target for mitigation efforts to reduce the
risk of negative impacts (Council of the European Union, 2004). Further, certain levels of
climate change, ocean acidification, and other global change impacts have been proposed as
boundaries that must not be transgressed in order to prevent unacceptable environmental
change (Rockstrom et al., 2009).

Assessing the risk of exceeding such limits and relating observed changes to human activities,
such as the emission of greenhouse gases, requires an understanding of the coupled carbon
cycle-climate system. An accurate quantification of potential future changes under different
scenarios as well as their uncertainties is needed for decision making in politics, economics, and
society in general. It provides an important basis of information for developing mitigation
and adaptation strategies. This thesis is aimed at contributing to the understanding of
the complex carbon cycle-climate system and it provides model projections that quantify
potential impacts under future scenarios.

1.2 The global carbon cycle

Carbon is essential to life on Earth and it is found almost everywhere: in the atmosphere,
in the oceans, in vegetation and soils on land, and in the Earth’s crust. The total carbon
inventory can be assumed constant over very long time scales because changes from radioac-
tive processes (Damon & Sternberg, 1989) or due to the thermal escape of carbon from the
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atmosphere to space (Tian et al., 2009) are very small. Yet within the earth system, carbon
is constantly transformed between different forms and exchanged between reservoirs by many
physical, chemical, and biological processes on various time scales (e.g. Field & Raupach,
2004). These processes are collectively referred to as the global carbon cycle.

Most of Earth’s carbon is stored in sediments. Estimates of this pool size are in the order of
60 million GtC! (Holmén, 1992). The fluxes from and to this reservoir, however, are relatively
small (~0.2 GtCyr~!) and therefore only relevant on time scales longer than several hundred
years. On time scales up to some hundred years, the global carbon cycle is mainly determined
by the exchange of carbon between the terrestrial biosphere, the ocean, and the atmosphere.

The atmosphere is the smallest of those fast-exchanging carbon pools. Atmospheric carbon
exists mainly in the form of carbon dioxide (COsg; more than 99%) and a small amount
of methane (CHy), which both are greenhouse gases. The atmospheric CO2 concentrations
measured in ice cores and ice-firn are in the range 280410 ppm? for about five thousand years
before the industrial revolution (Indermiihle et al., 1999). This corresponds to a preindustrial
atmospheric carbon inventory of about 590 GtC. The oceans contained about 38 000 GtC and
the land biosphere around 2000-3000 GtC by that time (Fig 1.1).

The relatively large gross exchange fluxes between the atmosphere and the ocean and land
pools (~70 GtCyr~! and ~120 GtCyr—!, respectively) yield mean residence times (inventory
divided by flux) of about 3 yr (atmosphere), 20 yr (land), and 550 yr (ocean). Given the nearly
constant atmospheric CO2 concentration for several thousand years before the industrial time,
it can be assumed that those three fast-exchanging carbon pools were close to equilibrium in
preindustrial times (~1750 AD; Siegenthaler & Sarmiento, 1993).

While COg in the atmosphere is relatively well-mixed, carbon is cycled within the oceans and
the terrestrial biosphere. The carbon cycle in the ocean is mainly driven by the COy gas-
exchange with the atmosphere, physical transport, and biological activity in surface waters.
On land, carbon fluxes are largely dominated by photosynthesis, respiration, and the decay
of plants. In the following, these processes are explained in more detail.

1.2.1 Carbon cycling in the ocean

Most of the carbon in the ocean, about 98%, is in the form of dissolved inorganic carbon,
defined as the sum of dissolved COs gas® (~0.5%), bicarbonate ions (HCO3, ~90%), and
carbonate ions (CO3~, ~10%):

DIC = [COs] + [HCO3] + [CO37] (1.1)

The remaining 2% is present mainly in the form of dissolved organic matter (DOC; about
700 GtC) and only about 3 GtC is living biomass (Fig. 1.1). Today’s inventory and distri-
bution of carbon in the oceans is relatively well known from several measurement campaigns

(Key et al., 2004).

Various biological, chemical, and physical processes cause continuous fluxes of carbon within
the ocean. Therefore, carbon is not distributed uniformly in the ocean interior. In the absence
of those drivers, one would expect a relatively uniform distribution, similar to that of salinity.
Instead, a vertical gradient in the DIC concentration is found with lower concentrations at
the surface than at depth (Fig. 1.2). As an important consequence, this results in an increase
in the carbon storage capacity of the oceans. If concentrations were higher at the surface, less

!Gigatons of carbon (10'2 kg)

2Parts per million; 0.0001 % = 10~°

*Here, CO2 also includes carbonic acid, i.e. [CO2] denotes the sum of [COz(aq)] and [H2CO3). Square brackets
are used to indicate concentrations of chemical species.
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Figure 1.1: The global carbon cycle for the 1990s, showing the main annual fluxes in GtCyr~*. The figure
is taken from Denman et al. (2007). Preindustrial ‘natural’ fluxes and reservoir sizes are shown in black,
and changes resulting from the anthropogenic perturbation in red. The net terrestrial loss of -39 GtC is
inferred from cumulative fossil fuel emissions minus atmospheric increase minus ocean storage. The loss of
-140 GtC from the ‘vegetation, soil and detritus’ compartment represents the cumulative emissions from land
use change (Houghton, 2003), and requires a terrestrial biosphere sink of 101 GtC. Gross fluxes generally have
uncertainties of more than +20% but fractional amounts have been retained to achieve overall balance when
including estimates in fractions of GtCyr~! for riverine transport, weathering, deep ocean burial, etc. ‘GPP’
is annual gross (terrestrial) primary production. Atmospheric carbon content and all cumulative fluxes since
1750 are as of end 1994.

atmospheric CO2 could enter the ocean and atmospheric COq levels would be significantly
higher (Sarmiento & Gruber, 2006). In the following, the drivers leading to this DIC gradient
are discussed.

Air-sea gas exchange and physical transport

The unidirectional CO2 fluxes between atmosphere and ocean are proportional to the partial
pressures* of COy (pCOs) in the atmosphere (air-sea flux) and in the surface ocean (sea-air
flux), respectively. The net CO2 exchange between atmosphere and ocean F,, is determined
by the partial pressure difference across the air-sea interface, the COq solubility «, and a gas
transfer velocity k,: Fho = kya(pCOg2,4 — pCO2,). The partial pressure difference can be
measured and global syntheses of these data are available (Takahashi et al., 2002). The gas
transfer velocity, however, is not easily measured and depends on wind speed, precipitation,
sea ice and other factors (Watson & Orr, 2003). Usually, it is parametrized as a function of
wind speed (e.g. Wanninkhof, 1992). Global mean gas transfer velocities for COy at 20°C
and different parametrization range from 11.2cmh~! to 20.0cmh~! (Sarmiento & Gruber,
2006; Miiller et al., 2008). In contrast, the COgy solubility « is a well known function of
temperature and salinity (Weiss, 1974).

4Using partial pressure instead of fugacity is a simplification. It assumes an ideal gas behavior of COs, which
is not entirely true. In practice, however, the difference is only about 1% (Watson & Orr, 2003).
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Figure 1.2: Depth profiles of observation-based global mean DIC (red), Alk (blue), and [CO3™] (green)
in the ocean. The difference Alk-DIC (purple) is a rough approximation of [CO3~]. Dashed lines indicate
observation-based estimates of preindustrial DIC and CO2™ concentrations. The black lines in the left panel
show the carbonate ion saturation concentrations [CO32 ™ ]sas for aragonite (solid line) and calcite (dotted line),
which depend on temperature, salinity, and pressure (depth). Horizontal lines indicate the corresponding
saturation horizons, i.e. where [CO27] = [CO27]sas. Please note that global mean values are shown here
as an illustration. Saturation horizon depths vary considerably between different locations and ocean basins.
[CO37] and [CO3™ Jsas are calculated from Alk, DIC, temperature, salinity, phosphate, and silicate as described
in chapter 2. DIC and Alk data are from GLODAP and represent values around 1995 (Key et al., 2004), the
other variables are from the World Ocean Atlas 2001 (Conkright et al., 2002). Preindustrial DIC estimates
are obtained by subtracting observation-based estimates of anthropogenic DIC (Key et al., 2004) from the
present-day data. For the calculation of preindustrial [COs], present-day values were assumed for all variables
except DIC.

COg is more soluble in colder waters, resulting in elevated surface DIC concentrations at high
latitudes. Deep water formation, the main driver of the thermohaline circulation (e.g. Stocker
et al., 1992), also takes place at high latitudes, where surface waters become denser due to
lower temperatures and higher salinity. Consequently, DIC-enriched waters are transported to
the ocean interior. This ‘solubility pump’ accounts for about 10% of the vertical preindustrial
DIC gradient found in the ocean (Sarmiento & Gruber, 2006).

Production and export of organic matter

In the sunlit surface ocean (the euphotic zone), inorganic materials are converted into organic
matter by phytoplankton via oxygenic photosynthesis. By that process, which is called
primary production (PP), COs is fixed together with other nutrients in organic compounds.
Based on ratios between carbon, nitrogen, and phosphorus found in sea water and also in
samples of plankton (Redfield et al., 1963), PP can be summarized as

106 CO9 + 16 HNOg3 + H3PO4 + 78 HoO = Cq196H175042N16P + 150 Os. (1.2)
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The primary production is limited by temperature, the available energy in the form of light,
and the disposability of nutrients such as phosphate (PO} "), nitrate (NOjy ), or iron. The
organic carbon that remains after subtracting the costs of all other metabolic processes by the
phytoplankton themselves, is called net primary production (NPP; Lindeman, 1942). NPP is
an important quantity because it represents the total flux of carbon that is fixed in organic
matter and becomes available to heterotrophs.

The quantification of global NPP in the oceans is difficult. Local measurements with radiocarbon-
methods together with phytoplankton pigment analyses have been used to calibrate models
that estimate NPP from satellite images of ocean color (used as a proxy for chlorophyll con-
centrations), sea surface temperatures, and solar irradiance (Falkowski et al., 2003; Behren-
feld & Falkowski, 1997). The resulting estimates of global ocean NPP range from 30 to
70 GtCyr~! (Carr et al., 2006), which is comparable to satellite-based estimates of terrestrial
NPP (56 GtCyr—!; Field et al., 1998).

A large part of the organic matter produced in the euphotic zone is regenerated by het-
erotropic respiration within the surface ocean. Yet some fraction of the primary producers
and heterotrophs sinks below a certain gradient and cannot ascend back into the euphotic
zone (Falkowski et al., 2003). Most of this organic matter is then respired by microbes in the
ocean interior and only a small part sinks to the ground, where it is remineralized or buried
in the sediments. The carbon flux leaving the production zone is called export production
(EP). It removes carbon from the upper layers of the water column, thereby reducing pCOq
in the surface ocean and in the atmosphere compared to a dead ocean. This mechanism is
also known as the ‘soft tissue pump’ and is responsible for about 70% of the vertical DIC
gradient in the ocean (Sarmiento & Gruber, 2006).

Like NPP, the global export production is not easy to estimate. Particle interceptor traps and
radioactive tracers have been used to estimate local EP from the downward flux of particulate
organic matter (Falkowski et al., 2003). By combining models with observational data, Laws
et al. (2000) and Schlitzer (2000) estimated global EP around 11 GtCyr—1.

CaCQOj3 production

Apart from organic matter, some marine organisms also produce inorganic compounds such as
opal® or carbonate minerals. Most important for the carbon cycle is the production of calcium
carbonate (CaCQOs), which occurs mostly in the form of calcite and aragonite. Aragonite has
a different crystal structure and is less stable than calcite.

CaCOs in the ocean is mainly produced by three groups of marine organisms: Coccol-
ithophorids, a phytoplankton group that form an outer sphere of calcite plates; foraminifera,
amoebas that form calcite skeletons; and pteropods, a group of mollusks that produce arag-
onite crystals (Sarmiento & Gruber, 2006). The production of CaCOg (calcification) can be
summarized as a reaction of calcium and bicarbonate ions:

Ca*" + 2HCO; = CaCO3 + COy + H,O. (1.3)

This equation takes into account that the production of CaCOjz from calcium (Ca?*) and
carbonate (CO3 ) ions also leads to the dissociation of HCOj , which produces COs (c.f. next
section). Calcification therefore increases surface pCO2 and the air-sea CO2 flux is reduced,
whereas the production of organic matter decreases surface pCO2. Yet both processes reduce
surface DIC by fixing carbon in compounds.

Most of the produced CaCOsg is exported from the surface to deeper ocean layers. The
global production and export of CaCOjs is in the order of 1 GtCyr~! (Sarmiento et al., 2002;

®Opal is an amorphous form of silica (SiOs - n(H20)).
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Milliman et al., 1999) and contributes the remaining ~20% to the vertical DIC gradient
(Sarmiento & Gruber, 2006). The dissolution of the exported CaCOs3 is an abiotic process
driven by thermodynamics and depends on the saturation state of the water with respect to
the corresponding mineral form of CaCOs (c.f. Fig. 1.2 and next section). Compared to
organic carbon, CaCQOs is generally exported to lower depths and a significant fraction reaches
the ocean sediments. The mineral carbonates in the sediments provide a buffer mechanism
against changes in alkalinity on longer time scales in the order of 10000 yr (e.g. Archer, 2005;
Tschumi et al., 2011).

Inorganic carbonate chemistry

The ratios between the three different species of DIC (CO2, HCOj3, and CO%‘; Eq. 1.1)
depend on the dissociation constants of carbonic acid, which are temperature, salinity, and
pressure dependent (Millero, 1995):

[HT][HCO; ] [H*][CO37]

K1 = [CO.] 7?7 [HCO;]

(1.4)

When the concentration of one of the DIC species changes, a new equilibrium is attained
rapidly. As a result, the concentration of free protons, [H"], increases or decreases, which
can be measured as change in pH®. The chemical speciation of DIC for a specific temperature,
salinity, and pressure can therefore be expressed as non-linear functions of pH (Fig. 1.3).
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Figure 1.3: Bjerrum plot showing the relative contributions of carbon dioxide (COz), bicarbonate (HCO3 ),
and carbonate (COg_) to the dissolved inorganic carbon as a function of pH at 15°C and a salinity of 35.
The figure is taken from Gattuso & Hansson (2011). K; and K> were calculated according to Lueker et al.
(2000). The dashed vertical lines indicate the estimated average open-ocean surface pH during the Last Glacial
Maximum (LGM), 1766, 2007, and 2100 (Gattuso & Lavigne, 2009). The projected value for 2100 is based
on the IPCC SRES A2 emission scenario (c.f. Chap. 2; Plattner et al., 2001).

If, for example, ocean surface [CO3] increases due to gas exchange with the atmosphere, a
part of it dissociates in order to maintain the equilibrium K;, and thus [H*] and [HCOj]
are increased. This, in turn, changes the fraction Ky, and HCO3 ions combine with H* to

°pH ~ -log([H"))



1.2. THE GLOBAL CARBON CYCLE 15

re-establish the equilibrium. The net effect (in typical surface seawater) is an increase in
[COy] and [HCO3], while [CO3™] and pH decrease.

A quantity which is related to pH and the chemical speciation of DIC is total alkalinity,
defined as

Alk = [HCO3;] + 2[CO3 7] + [B(OH); | + [OH"] — [H] + minor compounds. (1.5)

Alkalinity is a measure of the charge balance in seawater (bases vs. acids) and can experi-
mentally be determined by titration.

DIC and Alk can be used to describe the carbonate system state approximately. The ad-
vantage of using the quantities DIC and Alk is that both are conserved with respect to the
chemical speciation of DIC (pH), and thus are temperature, salinity, and pressure indepen-
dent (Sarmiento & Gruber, 2006). This property is particularly helpful if DIC and Alk are
used as tracers in circulation models. Because HCO3 and CO?{ typically account for more
than 90% of Alk in the ocean, the difference Alk — DIC is a rough approximation of [CO3™]
(Fig. 1.2). The uptake of atmospheric COq, for example, increases DIC but does not change
Alk, and consequently [CO?Q)_] decreases. The production of 1mol CaCOgs reduces Alk by
2mol and DIC by 1mol, resulting in a reduction of pH and an increase in pCOas.

The carbonate ion concentration is an important quantity for two reasons. First, calcifying
organisms require a certain minimum concentration to be able to produce CaCOs3 (c.f. Sec.
1.4.2). Secondly, the vertical CO? profile determines the depth at which CaCOs3 starts to
dissolve in the water column or from sediments (Fig. 1.2). CaCOs3 dissolves when [CO327] is
lower than the carbonate ion concentration in equilibrium with mineral CaCO3 ([CO3 ™ Jsat)-
[CO?J’_]Sat is higher for aragonite than for the more stable calcite and further depends on
temperature, salinity, and pressure, and thus increases with depth. The transition from over-
to undersaturation (where [CO3™] = [CO3 Jst) is called saturation horizon.

The carbonate saturation state is defined as

[Ca*][CO5]

0=
K, ’

(1.6)

where the Kép = [Ca®F st [Cog_]sat is the solubility product of CaCOs3 (defined either for

calcite or for aragonite; Mucci, 1983). Since [CaT] is linearly related to salinity it is nearly
constant and the following approximate relationship can be obtained: [CO3™] = Q [CO3 Jat-

1.2.2 Carbon on land

Most of the carbon in the preindustrial terrestrial biosphere is stored in soils and a smaller
amount in the living vegetation (around 650 GtC). The terrestrial carbon stock is not as
well known as the atmospheric and ocean inventories. Due to the relatively homogeneous
distribution of carbon in the atmosphere and (to a lesser extent) in the ocean, local mea-
surements can be extrapolated to get estimates of the global inventory. This is much more
difficult on land because of large variations in soil and vegetation carbon content on small
scales. By extending local soil measurements to a global map, a global soil carbon content
of about 1500 GtC is estimated for the top soil layer of 1 m (Global Soil Data Task Group,
2000). About 70% of the soils have a carbon density of 5-15kgm~2, but values range up to
80kgm~2, mainly at high northern latitudes (Fig. 1.4). Due to the depth limit of 1 m, the
contribution of peatlands and permafrost-affected soils is likely underestimated in this data
set. Tarnocai et al. (2009) estimated that the northern permafrost region contains approxi-
mately 1670 Gt of organic carbon and Yu et al. (2010) quantified the global amount of carbon
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Figure 1.4: Observation-based estimates of soil carbon density in the top 1 m soil layer from the International
Geosphere-Biosphere Programme’s Data and Information System (IGBP-DIS; Global Soil Data Task Group,
2000). Please note that the color scale is compressed at the high end from 40 to 85kg m~2.

stored in peatlands in the range of 500-700 GtC, with most of it in the boreal and subarctic
zone (~90%).

The terrestrial biosphere exchanges large amounts of carbon with the atmosphere. The
preindustrial gross fluxes are about 70% larger than those between ocean and atmosphere
(Fig. 1.1). Atmospheric COs is taken up by plants and fixed in organic compounds through
photosynthesis. This carbon flux, referred to as gross primary production (GPP), is esti-
mated at 123+8 GtCyr~! (Beer et al., 2010). A large part of GPP is lost from the ecosys-
tem as autotrophic respiration associated with the costs for growth and maintenance of
foliage, wood, and roots. The remaining net primary production (NPP) ranges from ca.
270gCm~2yr~! (~30% of GPP) for evergreen boreal-humid biomes to ca. 850 gCm~2yr—!
(~20% of GPP) for tropical-humid biomes (Luyssaert et al., 2007). A global annual terres-
trial NPP of 56 GtCyr—! (~45% of GPP) has been estimated by Field et al. (1998) based on
satellite images and a NPP model.

The carbon incorporated in vegetation has a lifetime from years (foliage, fine roots) to cen-
turies (old wood). Eventually, dead organic material is transferred to litter- and/or soil-
carbon pools and subjected to decomposition by microbial activity (heterotrophic respira-
tion). Typical turnover times range from years for litter pools (Matthews, 1997) to several
hundred years for slow soil carbon pools (Gaudinski et al., 2000; Trumbore, 2000). The de-
composition rates are linked to soil temperature and moisture (Bond-Lamberty & Thomson,
2010; Mahecha et al., 2010; Trumbore, 2000) and explain the high carbon content in some
boreal soils.

The net CO4 flux between the atmosphere and terrestrial ecosystems is largely determined by
the difference between production and respiration, often denoted as net ecosystem production
(NEP). There are, however, other fluxes that contribute to the total atmosphere-land carbon
flux, e.g. from disturbances such as fires. It depends on the exact definition of NEP whether
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those fluxes are also included or treated separately (Randerson et al., 2002).

1.3 Anthropogenic interference with biogeochemical cycles and
the environment

Industrialization, the agricultural revolution, and medical advances have led to a rapid in-
crease in the human population from about 1 billion in 1800 to estimated 7 billion in 2011
(United Nations, 2011). This increase is paralleled by a growing demand for energy, food,
water, and other resources. To meet these demands, human activities have increasingly
interfered with the environment and biogeochemical cycles.

Fossil fuels, at first coal and later also oil and natural gas, have become the primary energy
source. By the extraction and combustion of fossil fuels, carbon that was stored in sediments,
and thus subducted from the fast exchanging atmosphere-ocean-land system for million of
years, is brought to the surface and released to the atmosphere. The burning of fossil fuel
produces mainly CO2 but also other pollutants such as nitrous oxide (N2O), sulfur dioxide
(SO2), or volatile organic compounds (VOCs). Total carbon emissions for the period 1750 to
2008 from gaseous (14%), liquid (38%), and solid (45%) fossil fuels as well as from cement
production and gas flaring (3%) are estimated at 315 GtC (Boden et al., 2011). Currently,
CO from fossil fuels is emitted at a rate of about 8.7GtCyr~! (1.3tyr~! per capita; Fig.
1.5). Apart from fossil fuel combustion, various industrial processes and biomass burning
(e.g. Ito & Penner, 2005) release greenhouse gases, aerosols, synthetic chemicals, or other
elements to the environment.

Increased food production, forestry, and urbanization have transformed the land surface
significantly. Between one-third and one-half of the land surface has been transformed by
human action (Vitousek et al., 1997). CO2 emissions due to land-use changes, mostly from
the conversion of natural vegetation to cropland and pastures, are estimated at 156 GtC for
the period 1850 to 2000 (Houghton, 2003), which corresponds to about 55% of the fossil fuel
emissions in the same period (286 GtC; Marland et al., 2008). Estimates of the annual fluxes
during the 1980s and 1990s are 2.0 and 2.2 GtCyr—!, respectively, dominated by the release
of carbon from the tropics (Houghton, 2003). Estimating carbon emissions from land-use
change is challenging. Estimates for tropical deforestation vary greatly and are sensitive
to land-cover dynamics such as forest regrowth and successive clearing of secondary forest
(Ramankutty et al., 2007).

Transformations of the land surface for agricultural or other uses can also change the albedo
(diffuse reflectivity) of the Earth’s surface. This has some consequences for the radiative
balance because a larger (or smaller) fraction of the solar radiation is reflected by the land
surface (Betts, 2000; Myhre et al., 2005).

Artificial nitrogen fertilizers are increasingly used to enhance food production. Those nitrogen
additions affect the nitrogen cycle with far-reaching consequences, ranging from eutrophica-
tion of fresh waters and coastal zones to increased emissions of the potent greenhouse gas
N3O (Canfield et al., 2010) and ocean acidification (Doney et al., 2007). Further, the altered
nitrogen cycle is expected to interact with other biogeochemical cycles, particularly with the
carbon cycle, which may affect the ability of the earth system to absorb anthropogenic CO9
in a positive or negative direction (Gruber & Galloway, 2008).

Human activities interfere in many other ways with the Earth’s ecosystems, which are less
important to the focus of this thesis. Those include, for example, alterations to river systems
for providing freshwater to agriculture, over exploitation of fisheries, or chemical pollution
by plastics, heavy metals, insecticides and the like (e.g. Rockstrom et al., 2009).
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Figure 1.5: Historical fossil fuel CO2 emissions (black line, 1800-2005; Marland et al., 2008) and several
scenarios of future emissions. Solid lines show the emissions corresponding to the four Representative Concen-
tration Pathways which have been selected for model experiments with regard to the next IPCC Assessment
Report (AR5; Moss et al., 2010; van Vuuren et al., 2011), namely RCP8.5 (red), RCP6 (orange), RCP4.5 (blue),
and RCP3-PD/2.6 (green). After 2100, the RCPs have been extended to 2300 (ECPs) for long term simula-
tions (Meinshausen et al., 2011). The dashed lines show two of the SRES scenarios (2000-2100; Naki¢enovié
et al., 2000), i.e. A2 (red) and Bl (blue), that have been used for the previous IPCC Assessment Report
(AR4; Solomon et al., 2007). The SRES scenarios have been used for the simulations presented in chapters
2 and 3, while the future projections in chapter 4 are based on the extended RCP scenarios. In chapter 5, a
wide range of scenarios (including SRES and RCPs) are used and described in more detail.

1.4 Changes in the coupled carbon cycle-climate system

1.4.1 Elevated atmospheric CO, and climate change

Anthropogenic emissions from fossil fuel burning and land-use change cause atmospheric CO9
to rise. COy concentrations have increased since preindustrial times by about 40% (110 ppm)
to 389 ppm in 2010 (Conway & Tans, 2011). This is far above the natural range reconstructed
for the last 800000 years (Liithi et al., 2008), and the 20th century increase in CO2 occurred
more than an order of magnitude faster than any sustained change during at least the past
22000 years (Joos & Spahni, 2008). This has several implications for the carbon cycle and
the climate system.

First, CO3 is a greenhouse gas (GHG) and therefore affects the radiative balance between in-
coming shortwave radiation from the sun and the outgoing longwave (heat) radiation. Green-
house gases absorb longwave radiation and re-emit it in all directions. By that process, the
radiative flux which leaves the atmosphere into space is reduced. The effect is an increase in
the near-surface temperature of the Earth until a new equilibrium between incoming and out-
going radiation is reached. This warming is the main driver of anthropogenic climate change
and may have a wide range of consequences, such as sea level rise (Chap. 4; Domingues et al.,
2008; Gregory & Huybrechts, 2006), a decrease of the thermohaline circulation, changed pre-
cipitation patterns, or the melting of sea-ice, ice sheets, and glaciers (Meehl et al., 2007).
Those changes in turn may significantly affect ecosystems, biodiversity, and society (Parry
et al., 2007).
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The second major implication of elevated atmospheric CO2 levels is an imbalance in the
global carbon cycle, which was close to equilibrium at preindustrial times (Sec. 1.2). The
excess CO2 causes a net carbon flux from the atmosphere to the ocean and land carbon pools
(Fig. 1.1). The oceanic uptake is driven by the imbalance of pCOg across the air-sea interface
and increases DIC in surface waters. This leads to an acidification of the oceans (Chap. 2
and 5), with potentially negative effects for marine ecosystems.

Moreover, climate change is expected to influence the efficiency of the terrestrial and oceanic
carbon sinks in absorbing anthropogenic COy (Chap. 3 and 4). This in turn will affect the
evolution of the atmospheric CO2 concentrations and hence provides a feedback to climate
change (climate-carbon cycle feedback).

In the following, first the mechanisms and effects of ocean acidification are discussed. Then
an overview of changes in the Earth’s radiative balance is given with a special focus on
surface albedo changes. Finally, interactions and feedbacks in the coupled carbon cycle-
climate system are discussed.

1.4.2 Ocean acidification

The uptake of anthropogenic CO3 by the ocean changes its fundamental chemistry through
well-understood reactions (Revelle & Suess, 1957; Broecker & Takahashi, 1966; Millero, 1979).
The dissolution of CO5 in seawater forms carbonic acid, which dissociates producing hydro-
gen ions. A large part of the hydrogen ions combine with carbonate ions (Cng) to form
bicarbonate (HCO3 ), which causes a shift in the chemical speciation of DIC (see section
1.2.1 for more details). The net effect is a decrease in pH and carbonate ion concentrations.
This process is called ocean acidification (Caldeira & Wickett, 2003; Orr et al., 2005).

The CaCOj3 saturation state, defined as

[Ca*][CO5T]

Q= 1.
K (17)

has turned out to be a key variable for assessing biological impacts of ocean acidification
(Gattuso et al., 1998; Kleypas et al., 2006; Doney et al., 2009). The solubility product Kg,
is either defined for calcite (Qdaic) or the less stable mineral form aragonite (Qarag), and it is
temperature, salinity, and pressure dependent (Mucci, 1983). Since [Ca?"] is linearly related
to salinity it is nearly constant and changes in Q are dominated by changes in [CO3 ] and
K, In undersaturated waters (€2 < 1), CaCOj starts to dissolve (see also Sec. 1.2.1).

The decrease in surface pH, [CO?}, and €2 over the last 25 years is documented with accurate
measurements. In the central North Pacific, at station ALOHA, where DIC and Alk is
measured since 1989 and in situ pH for about half of that period, a declining long-term trend
in pH of -0.0019+£0.0002 yr—! has been found (Fig. 1.6; Dore et al., 2009). Similarly, trends
of -0.001740.0003,yr~! and -0.001840.0003,yr~! have been found at stations in the North
Atlantic (BATS; Bates, 2007), and near the Canary Islands (ESTOC; Gonzélez-Davila et al.,
2010), respectively. Global mean pH and 2 can be estimated from DIC and Alk measurements
(Chap. 2). Further, observation-based estimates of anthropogenic DIC in the ocean (Key
et al., 2004) allow the estimation of preindustrial values (Fig. 1.2; Orr et al., 2005). By
using that method, a decline of 0.08 in global mean surface pH from 8.18 (preindustrial,
278 ppm atmospheric CO2) to 8.10 (1994, 360 ppm) is estimated (Orr, 2011). Global annual
mean 2,5¢ has decreased by about -0.4 over the same period. Those estimates are largely
compatible with model simulations (Chap. 2 and 4).

Large changes in pH and 2 are projected for future CO2 emission scenarios (Caldeira &
Wickett, 2003; Orr et al., 2005; Cao et al., 2007; McNeil & Matear, 2007; Gangstg et al.,
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Figure 1.6: Time series of (a) atmospheric CO2 (red; ppmv) at Mauna Loa (Conway & Tans, 2011), surface
ocean pH (cyan), and pCO2 (tan; patm) at Ocean Station ALOHA in the subtropical North Pacific Ocean; and
(b) aragonite saturation (dark blue) and (c) calcite saturation (gray) at Station ALOHA (Dore et al., 2009).
The figure is taken from Doney et al. (2009). Note that the increase in oceanic CO2 over the past 17 years
is consistent with the atmospheric increase within the statistical limits of the measurements. Geochemical
Ocean Section Study (GEOSECS) data are from a station near Station ALOHA collected in 1973 (Takahashi
et al., 1980).
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2008), which are largely irreversible on human timescales (Frolicher & Joos, 2010). In chapter
2, projections with the carbon cycle-climate model of the National Center for Atmospheric
Research (NCAR CSM1.4-carbon) are discussed with a special focus on the Arctic Ocean.
The Arctic Ocean, which already has a low saturation state (Jutterstrom & Anderson, 2005),
currently takes up atmospheric COs in the order of 0.07 to 0.20 GtC yr~—! (Bates & Mathis,
2009), and thus is an important COg sink. At the same time, polar amplification enhances
the warming in the Arctic (Moritz et al., 2002; Serreze & Barry, 2011), sea ice is declining at
a faster rate than expected (Stroeve et al., 2007), and surface waters experience substantial
freshening (McPhee et al., 2009). The combination of these processes is likely to make
the Arctic Ocean particularly vulnerable to ocean acidification (Chap. 2; Yamamoto-Kawai
et al., 2011). Undersaturation of surface waters has been observed in the Canada Basin of
the Arctic Ocean in 2008 (Yamamoto-Kawai et al., 2009) and more recently in the Bering Sea
(Mathis et al., 2011). Those undersaturated areas are expected to become more widespread
as atmospheric COg levels increase.

The Southern Ocean and coastal upwelling systems are other regions that are fragile with
respect to aragonite undersaturation. Like the Arctic Ocean, the Southern Ocean has a
naturally low saturation state due to cold temperatures (Orr et al., 2005). Further, a large
seasonal amplitude with an intense wintertime minimum in [CO3 ] is observed. In combina-
tion with increased anthropogenic DIC, this could lead to seasonal aragonite undersaturation
when anthropogenic COy levels reach about 450 ppm (McNeil & Matear, 2008). In coastal
upwelling systems, subsurface waters with a low saturation state are brought to the surface.
The upwelling of waters which are increasingly enriched in anthropogenic DIC further de-
creases the saturation state at the surface and can lead to extended undersaturation. This
has been observed (Feely et al., 2008) and simulated (Hauri et al., 2009) in the California
Current System.

It has to be noted that despite the fact that the mentioned regions are particularly vulnera-
ble to undersaturation at the surface, ocean acidification is a global phenomenon with large
changes on the global scale. In the tropics, for example, a strong decrease in the surface
saturation state is projected which could affect coral reefs. Further, as anthropogenic DIC
invades the ocean interior, the saturation horizon, separating under- and oversaturated wa-
ters, starts to rise and the volume of undersaturated water increases globally (Chap. 2 and
5).

Ocean acidification poses a threat to marine organisms, ecosystem functions, and biodiversity
(Fabry et al., 2008; Doney et al., 2009; Gattuso & Hansson, 2011) and may even impact fishery
revenues (Cooley & Doney, 2009). Ocean warming and hypoxia are likely to amplify those
impacts (Brewer & Peltzer, 2009; Poertner, 2008). The response of calcifying organisms to
altered seawater carbonate chemistry has been investigated in many studies. Potentially
dramatic responses have been found for corals (Gattuso et al., 1998; Langdon et al., 2000;
Marubini et al., 2003), coral reef communities (Leclercq et al., 2000; Langdon, 2002), and
planktonic organisms (Riebesell et al., 2000). The shells of pteropods, the major planktonic
producers of aragonite, were shown to dissolve rapidly under undersaturated conditions with
respect to aragonite (Orr et al., 2005; Fabry et al., 2008). Pteropods densities are high in
polar and subpolar regions for which aragonite undersaturation is projected to occur first.
Pteropods are an important part of the food-web and changes in their abundance could
have severe consequences for the whole food chain up to higher levels. Yet several studies
indicate a complicated nature of calcification responses by different organisms and the degree
of sensitivity varies among species (Fabry, 2008; Doney et al., 2009). Further, studies exist
only for a limited number of species and more research is clearly needed (Gattuso et al.,
2009).

Climate mitigation actions that are aimed at reducing atmospheric CO3 also help to mitigate
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ocean acidification. This is discussed in chapter 5 by examining a large set of mitigation and
non-mitigation scenarios for the 21st century. A common finding of several studies is that
atmospheric CO4 should be kept at or below ~450 ppm to avoid the risk of potentially severe
implications for marine ecosystems (Chap. 2; McNeil & Matear, 2008). A stringent reduction
in carbon emissions over the coming decades is required to reach this target (Chap. 5; Bernie
et al., 2010).

1.4.3 Changes in the radiative balance
Radiative forcing and feedbacks

Climate and life on Earth is driven by energy fluxes along gradients. The primary energy
source is the shortwave radiation from the hot sun, which is partially absorbed by the Earth,
thereby heating its surface. The elevated surface temperature in turn causes a flux of longwave
(heat) radiation back to the cold space. To maintain an equilibrium state, the incoming and
outgoing radiation must be equal. While the amount of incoming radiation is mainly given by
the solar activity (Delaygue & Bard, 2011) and Earth’s orbit around the sun (Berger, 1978),
many factors affect the amount of outgoing radiation. The reflectivity (albedo) of the Earth’s
surface and the amount of clouds, for example, largely determine how much of the shortwave
radiation is reflected back to space. Greenhouse gases in the atmosphere control the amount
of outgoing longwave radiation to a large extent by cascaded absorption and re-emission in
all directions.

An imbalance between in- and outgoing radiation can be quantified as radiative forcing
(Forster et al., 2007). The term ‘forcing’ refers to an external boundary condition for the
climate system, such as the elevated atmospheric CO2 concentrations as a result of anthro-
pogenic emissions. Many other factors affect the radiative balance and can be of natural
or anthropogenic origin. Major natural radiative forcings are changes in the total solar ir-
radiance due to changes in the sun’s activity, changes in Earth’s orbit (orbital forcing), or
stratospheric aerosols from volcanic eruptions (e.g. Schmidt et al., 2011). The main an-
thropogenic radiative forcing agents are long-lived greenhouse gases, ozone, surface albedo
changes, and aerosols (Fig. 1.7).

COa is the most important anthropogenic greenhouse gas for two reasons. First, it causes a
radiative forcing that is larger than the forcing of all other GHGs (Fig. 1.7). The radiative
forcing of a GHG is determined by its excess concentration and radiative efficiency. CO2 has a
much lower radiative efficiency than methane (CHy, 26 times more potent) and nitrous oxide
(N30, 216 times more potent) but CO2 emissions are much higher, which results in a stronger
forcing (Forster et al., 2007). Secondly, the lifetime of anthropogenic COq in the atmosphere
is very long. It is a chemically stable molecule and removed from the atmosphere only by
oceanic or terrestrial uptake (Sec. 1.2), which is a slow process due to the equilibration time
of the ocean in the order of several hundred to thousand of years.

In response to a radiative forcing, the climate system must react to restore the energy balance,
resulting in changes of the near-surface temperature and other properties of the climate
system. These changes in turn may again affect the radiative balance. Such changes in the
radiative balance are termed ‘feedbacks’, rather than ‘forcings’. The difference is that ‘forcing’
means an external influence that pushes the system into a new state. In contrast, a feedback
is an internal mechanism of the system that will not change its steady state in the absence of
external forcings. Such a feedback is, for example, the increase in atmospheric water vapor
content in response to a warming. Because water vapor is a greenhouse gas, the original
warming is amplified by the additional water vapor, thereby creating a positive feedback.
Feedbacks are important mechanisms that often lead to complex non-linear responses of a
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Figure 1.7: Global mean radiative forcings of the main agents between 1750 and 2005. The figure is taken
from Forster et al. (2007). Anthropogenic forcings and the natural direct solar forcing are shown. Columns
indicate other characteristics of the radiative forcing; efficacies (ratio of the climate sensitivity for a given
agent to the climate sensitivity of CO2) are not used to modify the radiative forcings shown. Time scales
represent the length of time that a given forcing term would persist in the atmosphere after the associated
emissions and changes ceased. No COx time scale is given, as its removal from the atmosphere involves a range
of processes that can span long time scales, and thus cannot be expressed accurately with a narrow range of
lifetime values.

system through amplification or attenuation of initial changes. Therefore they are also a
main reason for uncertainties when predicting system responses (Roe, 2009).

Surface albedo changes

Changes in the radiative balance in response to surface albedo changes can arise from both
anthropogenic forcing or internal feedbacks. Simulated changes in albedo and radiative forc-
ing with the Bern3D-LPX model are discussed in Chapter 4. Land-use changes alter the land
surface by converting natural vegetation to agricultural land. This generally increases the
surface albedo, mainly because of the much higher albedo of snow-covered non-forested areas
than of forested regions (snow-masking effect; Betts, 2000), but also because the albedo of
crops and pastures tend to be higher than that of forests (Myhre et al., 2005; Tian et al.,
2004). Estimates of this negative forcing with respect to preindustrial times were found to
be in the range from 0 to -0.4 Wm™2 with a best estimate at -0.2 Wm™2 (Fig. 1.7; Forster
et al., 2007). The estimates are very sensitive to the assumed surface albedo for cropland
(Myhre & Myhre, 2003). Myhre et al. (2005) estimated a smaller forcing of -0.09 W m ™2
(since pre-agricultural times) than earlier studies due to a lower albedo for crops and by
using the present surface albedo from satellite data as limits on the pre-agricultural surface
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albedo.

Surface albedo changes in response to climate change provide a feedback mechanism. In
contrast to the generally negative forcing from land-use change, this feedback tends to be
positive. Higher temperatures are expected to decrease the extent of the winter snow cover,
resulting in a lower albedo, possibly contributing to Arctic amplification (Serreze & Barry,
2011; Serreze & Francis, 2006; Holland & Bitz, 2003). In addition to this mechanism, changes
in climate may also lead to shifts in vegetation. As for anthropogenic land-use change, such
changes could alter the surface albedo due to the snow-masking effect or because the foliage
albedo of the new vegetation is different. Otto et al. (2011) investigated the contribution of
forest expansion due to higher spring temperatures in the mid-Holocene and they found a
relatively strong sensitivity of the warming to the strength of the snow-masking effect.

Climate sensitivity

The change in surface temperature per unit of radiative forcing is called climate sensitivity.
It is often expressed as temperature change for a doubling of preindustrial atmospheric COo,
equivalent to a radiative forcing of about 3.71 Wm~2 (Myhre et al., 1998). Due to uncer-
tainties in the magnitude of feedback processes, the climate sensitivity is only weakly con-
strained. For example, it is not well understood how cloud cover and cloud properties change
with increasing temperatures. Despite strong efforts in climate modeling and more available
observational data, the uncertainty in climate sensitivity has not substantially decreased over
the last two decades. In the Fourth Assessment Report (AR4) of the Intergovernmental Panel
on Climate Change (IPCC) a likely range for climate sensitivity of 2-4.5 K has been estimated
(Meehl et al., 2007). A more recent study found that climate sensitivities below 2.9K are
unlikely, while values larger than 4.5 K could not be excluded (Huber et al., 2011). Further,
reconstructions of past radiative forcing and Last Glacial Maximum cooling suggest a range
between 1.4 and 5.2K, with a most likely value around 2.4 K, while values above 6 K are
difficult to reconcile with the reconstructions (Koehler et al., 2010).

1.4.4 Carbon cycle dynamics and feedbacks

As already mentioned above, the imbalance in the carbon cycle caused by anthropogenic
CO» emissions lead to net carbon fluxes from the atmosphere to the land and ocean pools
(Fig. 1.1). In the ocean, this increases the DIC concentrations at the surface. Over time,
anthropogenic DIC invades the ocean and the concentrations in the intermediate and deep
ocean are increased as well. Eventually, a new equilibrium will be attained, but this is a slow
process, mainly due to the relatively slow transport of DIC to the deep ocean. Depending on
the initial magnitude of the imbalance and the effective strength of the oceanic and terrestrial
carbon sinks, this can take hundred to thousands of years (Archer, 2005; Plattner et al., 2008;
Frolicher & Joos, 2010). The evolution of atmospheric CO4 for given emissions thus depends
critically on the uptake of anthropogenic carbon by ocean and land (Chap. 4). Consequently,
the quantification of the strength of these sinks in the past, present, and future is an important
research question.

Since the net anthropogenic CO» fluxes are relatively small compared to the total gross fluxes
between the reservoirs (Fig. 1.1), the quantification of the present sink fluxes is not easy.
An oceanic carbon sink of 1.940.7 GtCyr~! to 2.240.3 GtCyr~! has been estimated with
several data- and model-based methods for the 1990s (Le Quéré et al., 2003; Mikaloff Fletcher
et al., 2006; Gruber et al., 2009). Canadell et al. (2007) estimated mean sink fluxes of
2.24:0.4 GtCyr~! (ocean), 2.840.7 GtCyr~! (land), and 4.14-0.04 GtCyr—! (atmosphere) for
the period 2000-2006. By estimating land-use and fossil-fuel emissions, the global carbon
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budget can be closed, which reduces the uncertainty in the combined land and ocean sink
strength of 5.040.6 GtCyr~!.

Estimates of the strength of natural sinks and sources in the recent past (Canadell et al.,
2007; Bond-Lamberty & Thomson, 2010), reconstructions of past temperatures and COs
(Frank et al., 2010), and many models (Joos et al., 2001; Fung et al., 2005; Jones et al., 2006;
Matthews, 2006; Friedlingstein et al., 2006; Plattner et al., 2008) suggest a considerable re-
sponse of the carbon cycle to climate change. Most results indicate a positive feedback, i.e.
that climate warming reduces the efficiency of the natural sinks to remove anthropogenic car-
bon from the atmosphere, resulting in an increase in the airborne fraction of anthropogenic
COa,. Yet the estimated feedback strengths vary considerably and there are significant uncer-
tainties associated with these feedbacks, which result in substantial uncertainties in carbon
cycle-climate projections, particularly for high emissions scenarios and long-term projections
(Friedlingstein et al., 2006; Plattner et al., 2008).

Several feedback mechanisms can affect the ability of the ocean to absorb anthropogenic COs.
The warming of the surface ocean reduces the COy solubility and slows down the uptake
of anthropogenic carbon from the atmosphere, providing a positive carbon cycle-climate
feedback (Sarmiento & LeQuere, 1996; Joos et al., 1999). The dissolution of anthropogenic
COg in the surface ocean causes a shift in the composition of DIC from carbonate ions (CO%‘)
towards bicarbonate (HCOj3) and undissociated CO2 (Sec. 1.2.1). This reduces the buffer
capacity (Revelle factor) of the ocean, and thus the efficiency in absorbing more CO (Sabine
et al., 2004).

Changes in the ocean circulation as documented in the past (Hughen et al., 2004; Muscheler
et al., 2000) and projected by many models for future climate change scenarios (Meehl et al.,
2007) could also affect the carbon cycle. Advection is important for the physical surface-
to-deep transport of DIC (Miiller et al., 2006), and thus a reduction in the thermohaline
circulation could slow down the removal of anthropogenic DIC from the surface ocean. A
decline in ocean circulation could further affect the carbon cycle by changing the nutrient
supply to the productive zones (see below) or by inducing regional climatic changes which in
turn affect the terrestrial biosphere. In chapter 6, the possibility of rapid changes in ocean
circulation is investigated with regard to the response of the carbon cycle.

A key question is how the marine and terrestrial biospheres react to climate change in the
future. In the ocean, a decrease in CaCQO3 production could provide a weak negative feedback
to atmospheric COq by decreasing surface pCOs (Sec. 1.2.1; Heinze, 2004; Gehlen et al.,
2007; Ridgwell et al., 2007). On the other hand, many models project a decrease in the
global export production (EP, Sec. 1.2.1) under global warming scenarios, which would act
as a positive feedback (Chap. 3; Maier-Reimer et al., 1996; Joos et al., 1999; Bopp et al.,
2001; Schmittner et al., 2008). A decrease in the nutrient supply to the surface ocean in
response to increased stratification and a slowed thermohaline circulation has been identified
as a main driver. Methods based on satellite observations also indicate a decrease in ocean
productivity in response to increased stratification (Behrenfeld et al., 2006).

The simulation of marine productivity, however, is challenging and results vary considerably
across models. This is particularly true for the net primary production, which is projected
to increase under global warming in some studies (Schmittner et al., 2008; Sarmiento et al.,
2004), while others show a decrease (Bopp et al., 2001; Moore et al., 2002; Boyd & Doney,
2002). In chapter 3 this is further discussed and results from four general circulation models
with different representations of the carbon cycle and marine ecosystems are analyzed.

The response of the terrestrial biosphere on the global scale is probably largely controlled
by temperature. Warmer temperatures will allow the treeline to migrate northwards and
the expansion of boreal forests would likely result in additional carbon storage (Bigelow
et al., 2003). On the other hand, the decay of soil and litter carbon increases strongly with
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temperature (Bond-Lamberty & Thomson, 2010; Mahecha et al., 2010; Trumbore, 2000).
Particularly soils in permafrost regions and wetlands with high carbon contents could become
significant emission sources under continued warming (Tarnocai et al., 2009; Avis et al.,
2011). In many models the release of soil and litter carbon dominates over the temperature
effect on vegetation and show a strong positive temperature-feedback to atmospheric CO2
(Chap. 4; Friedlingstein et al., 2006). Humidity and precipitation also affect plant growth
significantly. Projections of changes in precipitation patterns, however, bear considerably
more uncertainties than those of temperature.

Most models also predict a strong stimulation of GPP under elevated COs, which acts as a
negative feedback to atmospheric COy (Friedlingstein et al., 2006). This COq fertilization is
based on the leaf-level CO4 assimilation rate, which depends on ambient CO9 concentrations
(Farquhar et al., 1980). In addition, COs fertilization plays an important role in conjunc-
tion with land-use changes because the clearing of natural vegetation reduces the terrestrial
sink capacity (Strassmann et al., 2008). In Chapter 4, projected changes in the terrestrial
biosphere are discussed based on simulations with the Bern3D-LPX model under different
scenarios.

There are many possibilities for other feedbacks and interactions between climate and the
different biogeochemical cycles, which are not discussed here. Examples are expected inter-
actions between the nitrogen and carbon cycles as already mentioned previously (Gruber &
Galloway, 2008) and the increased methane emissions from wet ecosystems in response to a
warming (Walter et al., 2006; Spahni et al., 2011). An overview of potential feedback mech-
anisms with respect to ocean biogeochemistry is given by Boyd & Doney (2003) and Gehlen
et al. (2011).
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Abstract. Ocean acidification from the uptake of anthro- 1 Introduction
pogenic carbon is simulated for the industrial period and

IPCC SRES emission scenarios A2 and B1 with a global COU-rhe continued emissions of G®y human activities cause
pled carbon cycle-climate model. Earlier studies idemiﬁedatmospheric Coto rise, climate to warm, and the ocean pt

seawater saturation state with respect to aragonite, a minergl’ 4o rease (e.Geely et al, 2008 German Advisory Coun-
phase of calcium carbonate, as a key_variable governing iM&il on Global Change2006 Royal Society2005 Orr et al,
pact-s on corals and_ other shell-forming organisms. Glo 2005 Caldeira and Wickett2003. Today's atmospheric
ally in the A2 scenario, water saturated by more than 300%002 concentration of 384 ppm is far above the natural ran
considered suitable for coral growth, vanlsh_es by 20?0 AD,econstructed for the last 800000 years (172 to 300 pp
(CO~630 ppm), and the ocean volume fraction occupl'ed byLUthi et al.(2008; Siegenthaler et a[2005) and probably
saturated water decreases from 42% to 25% over this ceny, |ast 20 million yearsRrentice et a).200). An impor-
_tury. The largest simulated pH changes_worIdW|de OCCUNant aspect of the human perturbation is its rate of chan
in Arctic surface waters, where hydrogen ion concentration, it codetermines the impacts of global warming and el
increases by up to 185%A\pH=—-0.45). Projected climate 104 cq on natural and socioeconomic systems and th

change amplifies the decrease in Arctic surface mean Sat“r%'apabilities to adapt. The 20th century increase i @&

tion and pH by more than 20%, mainly due to freshening andcured more than an order of magnitude faster than any s

increased carbon uptake in response to sea ice retreat. Mo‘i’éined change during at least the past 22 000 yekaxss(and
eled saturation compares well with observation-based eStiSpahnj 2008. Carbon cycle and climate change projectior

mates along an Arctic transect and simulated changes havl?ased on the latest set of mitigation and reference scena

been corrected for remaining model-data differences in thige, the integrated assessment modelling community inc
region. Aragonite undersaturation in Arctic surface waters, oo that @ and global mean surface temperature will cor
IS prOJe_cted to occur locally W'thm a depade and to becometinue to rise over the 21th century and decadal-scale rates
more widespread as atmospheric0ntinues to grow. The o546 in temperature and €@ill remain high for several

results imply that surface waters in the Arctic Ocean will decades even for stringent mitigation scenari@n(Vuuren
become corrosive to aragonite, with potentially large impli- et al, 2008 Strassmann et aR008

cations for the marine ecosystem, if anthropogenic carbon

emissions are not reduced and atmospherig G@ kept be- The purpose of this paper is to investigate the cons
low 450 ppm. quences of rising atmospheric @@nd climate change on

ocean chemistry and the ocean’s acid-base state with
Climate System Model CSM1.4-carbon of the US Nation.
Center for Atmospheric Research (NCAR). We investiga
how the saturation state of seawater with respect to ara

Correspondence tavl. Steinacher nite, a mineral phase of calcium carbonate (CaWill
BY (steinacher@climate.unibe.ch) evolve over this century under two IPCC non-interventic
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Table 1. Different levels of aragonite undersaturatidRatag<1), atmospheric C@concentration and year when these levels are react
in the Arctic for the A2 and B1 scenario. Levels are defined by the area fraction occupied by undersaturated surface waters in at
month of the year, in the annual mean, and throughout the year.

Level (area fraction and seasonal occurrence) > @Pm) Yearin A2 Yearin Bl

10%,>1 month 409 2016 2018
10%, annual mean 428 2023 2025
10%, year-round 450 2029 2034
50%,>1 month 520 2047 2068
50%, annual mean 534 2050 2085
50%, year-round 552 2054 -
100%,>1 month 634 2070 -
100%, annual mean 634 2070 -
100%, year-round 694 2080 -
Entire water column 765 2090 -

greenhouse gas emission scenarios. The emphasis heretie anthropogenic Cemitted into the atmosphere is takel
on the Arctic Ocean, where large changes in CaG&tu-  up by the ocean. The hydrolysis of GG seawater lowers
ration (Gangstg et al.2008 Steinacher2007 McNeil and  ocean pH, making the oceans less ba€ialdeira and Wick-
Matear 2007, Orr et al, 2008, freshwater balance, and sea ett, 2003. Carbonate ion concentratioRdely et al. 2004
ice (Stroeve et a).2007 Holland et al, 2006 are expected and the saturation state of water with respect to calcium c
under rising CQ. We also analyze how the ocean volume bonate (CaCg) is decreasing through the reaction:
fraction of different saturation regimes is changing with in-

creasing C@and quantify seasonal and interannual variabil- CO, + 0023’ +H20 = 2HCG;. 1)
ity worldwide.

The CaCQ saturation state, is the product of the concen-
trations of calcium ions (Ga) and carbonate ions (C§O)
divided by the apparent stochiometric solubility prodKQE:

A particular concern of rising atmospheric €@ the im-
pact on marine organisms and marine ecosystddundy
et al, 2009. Recent work indicates that ocean acidification
from the uptake of anthropogenic G®as adverse conse-
quences for many marine organisms via decreased gaCC2 = [Ca2+][CO§7]/Kép' (2)
saturation, affecting calcification rates, and via disturbance to
acid-base physiologyFabry et al. 2008 Hoegh-Guldberg  The solubility product Kgpz[Ca”]sa{CO%‘]sa‘) is either
2005 Langdon 2002. Particularly vulnerable appear organ- defined for aragonite or calcite, two mineral phases
isms that build shells or other structures of calcium carbonateCaCQ secreted by marine organisms. The @Qsatu-
(CaCQ) in the relatively soluble mineral forms of aragonite ration concentration is about 50% higher for the miner
or high-magnesium CaCGQ Examples are pteropod©(r phase calcitetcaic) than for the less stable aragonifextag).
et al, 2005, a major zooplankton group in high latitudes, The concentration of G4 is linearly related to salinity and
corals Kleypas et al.2006 Langdon and Atkinsar2009, nearly constant. It is thus convenient to express the satural
and sea urchind=@bry et al. 2008. Experimental evidence state as deviation of the <§o concentration from its sat-
suggests a range of responses to ocean acidifi_c&?miurj uration concentrationA[CO%‘]:[Cog_]—[Cog_]sat. Un-
etal, 2008 Tgble 1) _such asa reducthn in foraminifera shell dersaturated seawate® £1 or A[CO%’]<O) is corrosive to
mass, shell dlssolutlor_l for pteropods in yvatgr undersaturateg:acq in the absence of protective mechanisms.
with respect to aragonite, reduc_ed caIC|f|ca_1t|on rates, reduc_e The CaCQ saturation stat@aragis a key variable for as-
growth rates, reduced metabolisms, and increased mortal't¥essing biological impacts of ocean acidification. Availab

n moIIustt:s Or.:fgui?d femhlt.)l'( f?rta number of groups. Re- @xperimental and observational evidence suggests that
sponses 1o acidification are ikely 1o vary across species an iogenic production and dissolution of Cag@re mainly

life stagff s Sclergctlmangoralls.\;yer? fognd t(.) ds_urth% and r€Zontrolled by the ambient saturation state, rather than by |
cover after experiencing decalcification in acidic watené or other factors. This has been shown for corals, coralli

ﬁnd TCh(T.m(.)tyioo.?H Curr((jer:tl);hexperlrgentafl ewd_encte Its (ﬁlgae, coccolithophorids, foraminifera, echinoderms, mes
owever limited with regard o the number of Species eStet, sy coral reef communities and natural coral reef ecos'

at relevant C@ concentrations. tems Kleypas et al. 2006 Schneider and Erez2006
Uptake of anthropogenic carbon by the ocean changes theloegh-Guldberg 2005 Orr et al, 2005 Gattuso et al.
acid-base state of seawater. Currently, about a quarter af998. Tropical coral reef development was associated wi
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Qarag>4.0 by Kleypas et al(1999, andLangdon and Atkin-  ing also statistical measures of data-model agreement. In
son (2005 project a 40-50% decrease of coral calcification results section, projected global and regional changes in ¢
rates by 2065Qarag=3.1) relative td2arag=4.6, which corre-  uration state are described and climate feedbacks quantif
sponds to preindustrial conditions (year 1880) in the tropicalThe change in Arctic saturation state is quantified both fro
ocean in their study. direct model results and by combining observation-based
A range of responses is found for pelagic calcifiers undertimates of the current saturation stafeitferstom and An-
changingQarag (Fabry, 2008. Recentlylglesias-Rodriguez  derson 200§ with modeled changes following a similar ap-
et al. (2008 reported laboratory evidence that calcification proach asOrr et al. (2005 2008. Before concluding, the
and net primary production per cell in the coccolithophore projected anthropogenic changes are compared to mode
species Emiliani huxleyi are significantly increased by high natural seasonal and interannual variations.
CO, partial pressures. Yet the growth rates were found to be
significantly lower at higher C@levels. Such changes could
have important implications for the overall community pro- 2 Methods
duction of CaCQ relative to organic carbon, under increas-
ing pCO,. However, the implied feedback on atmospheric 2.1 The NCAR CSM1.4-carbon model
CO; has been estimated to be small in global modelling stud-
ies Heinze 2004 Gehlen et al.2007 Ridgwell et al, 2007). Simulations were performed with the coupled climate
The main controls on 21th centutyarag are the uptake carbon cycle model NCAR CSM1.4-carboDdney et al.
of anthropogenic carbon and the subsequent increase in di€006 Fung et al, 2005. The core of the model used in
solved inorganic carbon (DICY(r et al, 2005. Second or-  this study is a modified version of the NCAR CSM1.4 cot
der changes in saturation state arises from alterations in theled physical model, consisting of ocean, atmosphere, le
distribution of DIC and alkalinity (Alk) due to a reorgani- and sea ice physical components integrated via a flux c
zation of the marine biological cycle and ocean circulation pler without flux adjustmentsBpville and Gent1998. The
as well as ocean warming (decreasingGlubility) and  atmospheric model CCM3 is run with a spectral truncatic
changes in the freshwater fluxes. Changes in sea ice affe¢gsolution of~3.75 (T31 grid) and 18 levels in the vertical
Qarag by changing the air-sea gas exchange as well as théKiehl et al, 1998. The ocean model is the NCAR CSM
freshwater balance. The direct influence of temperature ancean Model (NCOM) with 25 levels in the vertical and
salinity changes on the CaGGolubility product K¢ is resolution of 3.6 in longitude and 0.8to 1.8 in latitude
negligible. (T31x3 grid) Gent et al. 1999. The sea ice component
Large changes if2arag and pH have been projected us- (CSIM) simulates the dynamic and thermodynamic evoli
ing ocean-only modelsk{eypas et al. 1999 Caldeira and tion of ice concentration, thickness, temperature, veloci
Wickett, 2003 Gangstg et 812008. Recently, the impact of ~and snow cover in response to forcing by the atmosphere
climate change on ocean acidification also has been consid>cean Bettge et al.1996.
ered Cao et al.2007 McNeil and Matear2007, Orr et al, The model is known to simulate too much ice in the Nortt
2005 2008. In most regions, a relatively small negative cli- ern HemisphereWeatherly et a].1998. In particular the ice
mate change feedback is found on change@dng(~10%).  cover istoo extensive in the North Pacific and North Atlanti
An exception is the Arctic, where larger changeSipagare ~ There is some contribution to the excess annual mean
found for a simulation including climate change compared tovolume through larger-than-observed summer sea ice ¢
one without climate changdcNeil and Matear2007. Ina  centrations in the Arctic Ocean. The simulated preindustr
recent assessmen@yr et al.(2008 show by combining ob- ice covered area in the Arctic Ocean is about 10% (summ
servations and model results that surface waters in the Arcti¢o 5% (winter) larger than estimated bWalsh(1978. The
will become undersaturated within decades. They present adecreasing trend in summer sea ice cover during the last 1
overview on the evolution of the saturation state in the Arc-decades is captured by the model but less pronounced. In
tic with respect to both aragonite and calcite as inferred fromyear 2000 the simulated ice covered area is about 40% (st
three coupled models, including the NCAR CSM1.4-carbon.mer) to 10% (winter) larger than observed. Further, ma»
Here, we complement earlier studies by using the fully mum thickness in the Arctic occurs against the Bering Stra
coupled NCAR CSM1.4-carbon model to investigate thenot against the Canadian Archipelago as obserVégath-
evolution ofQaragover the 21st century for the SRES A2 and erly et al, 1998.
B1 scenarios. In comparison to earlier work, we presentade- The CSM1.4-carbon model combines the NCAR Lar
tailed analysis of the changes in the Arctic, including a quan-Surface Model (LSM) Bonan 1996 with the Carnegie-
tification of underlying mechanisms, assess the global evoluAmes-Stanford Approach (CASA) biogeochemical mod
tion of the ocean volume for different saturation regimes, and(Randerson et gl1997) and a derivative of the OCMIP-2
analyse spatio-temporal variability in saturation. In the nextbiotic carbon modelNajjar et al, 2007, where the nutri-
section, the model and experimental details are describedent uptake has been changed from a restoring to a progno
Then, model results are compared with observations, providformulation and an iron cycle has been addedrey et al.
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Fig. 1. Prescribed fossil fuel and land use £6missionga) based on historical data (1820—2000, black) and the SRES-A2 (red) anc
(green) scenarios (2000-2100). Simulated global annual mean atmospherfb)C€®a surface temperature (S$@) dissolved inorganic
carbon (DIC)(d), aragonite saturatiorf¥arag) (€), and pH(f) at the ocean surface.

2009. Biological productivity is modulated by temperature, tin et al, 1987 and CaCQ is assumed to decrease expc
surface solar irradiance, mixed layer depth, and macro- andientially with a depth scale of 3500m. Any flux of POC
micronutrients (P@J‘, and iron). Following the OCMIP-2 or CaCQ reaching the sea floor is remineralized instant:
protocols Najjar et al, 2007), total biological productivity is  neously. There is no feedback between changes in satura
partitioned 1/3 into sinking particulate organic matter (POC) state, pH or other carbonate chemistry variables and the t
flux and 2/3 into the formation of dissolved or suspendedlogical carbon cycle implemented.

or.ga.nic matter, where much of the latter is reminera]ised A sequential spin-up procedure including 1000 years
within the model euphotic zone. A constant export ratio of ¢,y coupled simulation under preindustrial conditions wa
CaCQ to POC of 0.07 an_d constant Redf_leld ratios Were employed byDoney et al(200§. Starting from this nearly
used fAnderson and Sarmientd994. A ratio of 0.07 is  gteaqy state, four simulations over the period 1820 AD
within (Yamanaka and Tajikd 996 Sarmiento et 82002 5700 AD were performed: (1) a 280 year long control sin
or at the lower endJin et al, 2006 Kwon and Primeau jation, two simulations with historical emissions over th
2008 of the range given by others. Below the compensation;, g, strial period followed by the (2) A2 IPCC emission sce

depth of 75m, 90% of the POC is remineralized within the 415 and (3) BL IPCC emission scenario, and (4) a SRES .
first 1000m, following a power-law parametrisatioMadr- . \warming case” simulation, where the concentrations
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greenhouse gases and other radiative agents were kept at their
preindustrial values in the radiation module of the model.
Differences in results between this no-warming simulation
and the standard SRES A2 simulation are taken to reflect the
impact of climate change on carbonate chemistry and other
parameters.

The model was driven by emissions of €®om fossil
fuel and land use change (FD.as well as by anthropogenic
sulfur emissions. Concentrations of the nons@@eenhouse
gases Chj, N2O, CFC-11, CFC-12 are prescribed according 8,
to reconstructions for 1820 to 2000 AD and as projected from m
emissions for 2000 to 2100 AD. The CFC-11 concentration is
scaled to include the forcing of other halogenated species and
SKs. Emissions of non-C@®greenhouse gases were trans-
lated to concentration using formulations Bgrster et al.
(2007. A recurring annual cycle of ozone and natural sul-
fate aerosol were also included. Over the historical period,
solar irradiance changes were prescribed followiigng
et al. (2005 and spatially-explicit sulfate aerosols from ex-
plosive volcanic eruptions aftétmmann et al(2007). After
year 2000, the solar irradiance was kept constant and no vol-

canic eruptions were assumed. Further details are given big. 2. Investigated Arctic Ocean transect where observation-bas
Frolicher et al.(2009. data is available from the ODEN-91, AOS-94, and ARCSYS-¢
cruises.

2.2 Carbonate chemistry and tracer data

For model evaluation, the gridded data from the Global DataUncertamtles in [C@] and<2 arising from this treatment of

Analysis Project (GLODAP) Key et al, 2004 for DIC g(l)((())DH)z; have been estimated to be less than Sigiflacher
and Alk, and from the World Ocean Atlas 2001 (WOAO01) : . . .

(Conkright et al, 2002 for temperature %), salinity (S), For the Arctic, observation-based estimates {2drag
phosphate (Pﬁj) and silicate (Si(OHy)) were used. The and regtiad varla_bles were calculated fr_dm S, Alk,
two data sets were regridded by multi-axis linear interpola—DIC’ PQ; ", and Si(OH) measurements using the OCMIF

tion onto the model grid. The gridded GLODAP data have Che!‘?'s”y routines and data frpm the Arctic Ocean E
annual resolution and do not include the Arctic. pedition 1991 (ODEN-91, cruise 77DN1991072), Arc

Carbonate chemist H  carbonate ion concentratic Ocean Section 1994 (AOS-94, cruise 18SN1994072
. Y, PH, nd the Arctic Climate System Study 1996 (ARCSYS
tion, and the saturation state have been calculate ) - "
. - .. 96, cruise 06AQ19960712) (Fig@, Jutterstom and Ander-
offline from modeled or observation-based quantities ; L
son 2005. These data are available from the preliminar

using the standard OCMIP carbonate chemistry routinesC .
’ A . : ARINA database Http://cdiac.ornl.gov/oceans/CARINA/
(http://www.ipsl.jussieu.frfOCMIP/phase3/simulations/ Carinatable.htm). When not referring to this specific tran-

NOCES/HOWTO-NOCES-3.htijlIn these routines, based sect where observations are available, the Arctic Ocear
on work by Dickson (2003, Millero (1999, andMehrbach defined to be waters north of 8B, except the Labrador

E:”f‘zléélgz_ﬁé t;e ;?g;lt Zglusbﬁfiltle ul:ce)gﬁ&[/et i:l,'czl(i%?ats d Sea and the Greenland, Iceland, and Norwegian (GIN) Si
' P y P sp (<80° N and 38 W-18' E).

afterMucci (1983 and the pressure dependency of chemical
constants afterMillero (1995. The observation-based
carbonate variables were computed from monthly, seasonal Results

or annual means, depending on data availability. Annual

means have been used for Alk and DIC, as well as fof PO 3.1 Comparison of modeled aragonite saturation and
and Si(OH) below 500 m. Seasonal meansiands have CO3~ concentration with observation-based esti-
been used below 1500 m. For the data-model comparison, mates

annual averages from the simulated monthly carbonate data

from 1990 to 1999 were used. Because the CSM model doeShe modeled values and spatial patternsﬁgragand[cog‘]
not include Si(OH), a seasonal cycle of observation-based (averaged over the years 1990-1999 in the transient simt
[Si(OH)4] from WOAOL has been used in all calculations tion) are compared with the data-based estimates in all me
of simulated pH and calcium carbonate saturation stateocean basins (Figa). The correlation coefficiemtbetween
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Fig. 3. (a) Taylor diagram Taylor, 2001 conveying information about the pattern similarity between simulated and observation-b
(GLODAP, WOAOQ1) results fof2arag(squares) an(L‘O%‘] (crosses). The observed field is represented by a point at unit distance fron
origin along the abscissa. The distance from this point to the other points representing simulated fields, indicates the normalized r.i
The simulated fields are averaged over the model years 1990-1999 and the results are shown for the entire global ocean (black), for
ocean above (blue) and below (cyan) 200 m depth, as well as for the three major basins Atlantic (green), Pacific (red), and India
(magenta), all of which include the respective part of the Southern O¢bpitaylor diagram comparing simulated temperature (crosse
salinity (squares), and DIC (circles) fields with observation-based data for the same regions.

modeled and data-base€liagis between 0.90 and 0.95 for mated in the tropical Atlantic related to too high DIC con
the Atlantic, Pacific, and Global Ocean. The model repre-centration in the model caused by nutrient trapping. On t
sents the amplitude of variations §Rarag Well in all major other hand, the model underestimates export and reminer
basins, as indicated by a relative standard deviation close teation of organic matter in the North Pacific, causing too lo
unity in the Taylor diagram (Fig3). Correlation coefficients DIC concentration and too hig[rCOZS‘] in the thermocline
are somewhat smaller (0.86 to 0.91) t[@og*] than for  and at depthRrolicher et al, 2009. Correspondingly, the
Qarag because the data-model difference<igag decrease  modeled aragonite saturation horizon in the North Pacific
with depth relative to the differences [@%*]_ This re-  too deep compared with observation-based estimates.
sults because the increase in the pressure-dependent solubil-In the Arctic Ocean, the modeled distribution Qfrag
ity product Kgp with depth decreases the weighting of the corresponds reasonably well to the observation-based €

larger errors in deep-wate@O?] (Fig. 4). Model biases in  mates (years 1991-1996; Fig). The observations sugges

[CO3~] are particularly large in the Pacific where the relative 2" oversaturation of around 50% in the top five hundred
ter, around 25% at 1000 m depth and undersaturation bel

standard deviation is smaller than indicated by observations, ; . .
o ) 2000m. Horizontal gradients are relatively small along tt

The present distribution aA[CO5”] (Fig. 4) and Qarag  transect. The model tends to underestintajggat the sur-

is governed by the distribution of DIC and Alk. [GO]is  face (up to 0.3), while below 500 faragiS Overestimated by

approximately proportional to the difference Alk—DIC. Con- 0.2 to 0.4. Correspondingly, the simulated saturation horiz

sequently, the nutrient and carbon rich water of the Northis deeper than the observation-based horizon.

Pacific thermocline is undersaturated with respect to arag-

onite, while the relatively nutrient and carbon poor water of 3 2 projected global mean changes

the North Atlantic thermocline is oversaturated. The increase

of the solubility produci's, with pressure (depth) leads to @ Figyre 1 provides projected global mean changes for a fe

decrease of the saturation state in the deep ocean, althougl, \ariables that broadly characterize the investigated s

the carbonate ion concentration is relatively homogeneous,4rios. Anthropogenic carbon emissions increase to alm

below 1000 m. 30 GtCyr! by the end of the century for the high-emissiol
Deviations in modeled and observation-based zonal meaSRES A2, whereas emissions peak at around 12 GtEyi

[CO5~]1andA[CO5™ ] are less than 20mol/lin the deep At-  and decline thereafter in the more optimistic B1 scenari

lantic, the Southern Ocean, and the southern Pacific §frig. Atmospheric CQ reaches 840 ppm and 538 ppm by the er

Larger deviations are found in the North Pacific and in theof the century for the A2 and B1 scenario, respectivel

thermocline of the tropical AtIantic.[CO%‘] is underesti- Ocean surface DIC content increases on average by
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Fig. 4. Meridional sections through the Pacific (left) and the Atlantic (right) showing zonal mean of observed (top) and modeled (n

supersaturation with respect to aragon'ktf{(cog’]) in umol/l. The saturation horizon is indicated by the thick Iineﬁ:s[CO%T:O. The
bottom row shows the differences between model and measurements (model-observations). Simulated fields are averaged over
years 1990-1999.

(0.17 mmol kg ') and by 5% (0.10 mmol kgh). Mean arag- Simulated climate change feedbacks®@gagand pH are
onite saturation of surface water decreases from a preinduselatively small on the global scale. The g@se is slightly
trial Qarag value of 3.4 to 1.8 (A2) and to 2.3 (B1) by the smaller in the no-warming case than in the standard SR
end of the century. Concommitant reductions in pH are 0.40A2 simulation (Fig.1), consistent with the low climate-
and 0.23 units. Global mean surface temperature increase sarbon cycle feedback of the NCAR CSM1RBufg et al.
1.97 and 0.92C, reflecting the low climate sensitivity of the 2005. The increase in ocean surface DIC by the end
CSM1.4 Eriedlingstein et a).2006). the century is about 8% larger without climate-feedback ai
consequently the decrease in surfd2gag is also slightly
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Fig. 5. (a) Observation-based present day aragonite saturatior]s
(Qarag in the Arctic Ocean based on measurements from the
ODEN-91, AOS-94, and ARCSYS-96 cruises during summer. The
transect starts near the Bering Strait (0 km), leads then across t
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tration and not a scenario with prescribed carbon emissi
as done here (se@ao et al. 2007, for differences between
emission and concentration scenarios).

Changes in DICQarag and pH are not linearly related to
the atmospheric CQincrease Thomas et al.2007. The
Revelle factor defined as the percentage change i 2@
tial pressure divided by the percentage change in DIC i
creases with increasing GQRevelle and Sues$957 Taka-
hashi et al.1993. Doubling the atmospheric GGrom 280
to 560 ppm causes global mean surface DIC to increase
6% (11 mmolkg?), whereas increasing Gy a further
280 ppm to 840 ppm causes an additional DIC increase
only 3%. Therefore, a higher fraction of the emissions sta
in the atmosphere for the high emission A2 scenario than-
the low emission B1 scenario. On the other hand, surfa
mean aragonite saturation decreases by 1.1 unit for a d
bling of COy, but only by 0.5 units for the additional increast
from 560 to 840 ppm. Similarly, pH decreases by 0.24 ur
for the first 280 ppm increase and by 0.15 unit for the ne
280 ppm.

3.3 Regional changes in saturation at the surface

It is projected thak2arag Of surface waters will continue to
decrease rapidly in all regions and that high latitude wate
will become undersaturated (Figdand7). Arctic surface

waters are projected to become undersaturated with resy
to aragonite within a few decades only, when following bus
ness as usual scenarios. Averaged over the entire Arctic, ¢
face annual meaftyragbecomes less than unity in the mode
when atmospheric COexceeds 490 ppm (2040 AD in A2
and 2050 AD in B1). The Southern Ocean (65 t6 8p be-

comes undersaturated on average about 20 years later in
A2 scenario, when atmospheric g@oncentration exceeds
80 ppm, consistent witBrr et al.(2005. By the end of the

century, at 840 ppm, high latitude surface waters poleward

pabout 50 are projected to be undersaturated under the

North Pole (2500km) to Spitsbergen (3750km), and from thereSCenario. Depending on the seasonal amplitude, short-ti
to the Laptev Sea (8600km), crossing the Eurasian Basin thre¢indersaturation during at least one month is reached sewv:
times (see Fig2). (b) Difference between the modeled and the years earlier in many regions (Figb).

observation-base@aragfor the same transect and tin{e) Model-
only projection of summef2arag by 2099 under the A2 scenario,
and(d) from combining modeled changes@yragand observation-
basedaragshown in (a).

The biggest absolute changegigragare found in tropical
and subtropical surface waters. In the Tropics’(8830° S)
QaragiS projected to drop from 4.2 (1820) to 2.3 in A2. Fo
atmospheric C@higher than 585 ppm, surface waters wil
have a zonal meafaraq0f less than three everywhere. Thes
conditions are expected to have significant impacts on t

enhanced (by about 4%). In contrast, the decrease in pH igbility of coral reef ecosystems to maintain their structur:
about 4% smaller in the no-warming simulation. This op- against the forces of erosion and dissolutiifegpas et al.

posite behavior is consistent with the analysisCaio et al.

2008.

(2007 for carbon emission scenarios, although they found Turning to the B1 scenario surface changefiqagare

a weaker effect on pH than dRaragin their study with an
Earth System Model of Intermediate ComplexitilcNeil

similar as for the A2 scenario until 2050, as both scene
ios follow very similar pathways of atmospheric gQ\fter

and Matear(2007) found a climate-change feedback reduc- 2050, the more gradual increase of atmospherig @1
ing the change iRaragby about 15% but almost no feedback slows down the decrease §2krag By 2100, undersaturation

on pH; they applied a scenario with prescribed @0ncen-
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Fig. 6. Simulated aragonite saturation at the surface by the years(&32B000(b), and 2100(c,d) for SRES scenarios A2 and B1. The
largest changes if2arag (€, f) are projected for the subtropics.

(a) Year in SRES A2 / B1 (b) Year in SRES A2 / B1
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Fig. 7. Projected evolution of théa) annual-mean and of thip) lowest monthly mean zonally-averaged aragonite saturatigiag for
the SRES A2 scenario (model only). The evolution is plotted as a function of the annual-mean atmosphenixi@@ratio at the ocean
surface. The corresponding years in the A2 and B1 scenarios are given at the top. The dotted line indicates the transition from super:
to undersaturation in zonal avera@gragat 77 N by 2032 and 2016, respectively.
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(a) AQarag 3.4 Changes at depth and in the volume of supersatu-
‘ ‘ ‘ : - o6 rated waters
' !045

-1 0.4 Saturation is decreasing not only at the surface but al
4 Ho.3 in the thermocline and the deep ocean as anthropoge
Ho.2 carbon continues to invade the ocean. This is illustrat

Ho.1 by Hovmbller diagrams ofA[COZB‘] for selected regions

0 (Fig. 9). The thermocline changes [ﬁ:O%’] are relatively
-0 modest over the past 200 years. However, the modelt%j“C(
-0.2 concentrations decrease rapidly over this century and the :
-0.3 uration horizon, separating over- and undersaturated wat

| § 04 shoals in most regions.

-05 For the A2 scenario and over this century, the anthr
-06 pogenic perturbation is projected to penetrate the top 350(

in the North Atlantic, leading to a shoaling of the saturatic
horizon from 3250 m to 1300 m in mid and high latitudes ar
an extension of the undersaturated water masses in the
latitude Atlantic thermocline. In the Arctic and in the South

ApH
0.3

0.24

[T

about 1000 m and the saturation horizon remains at 1500

o-18 ern Ocean supersaturation is already small today and the
H0.12 300 and 400 m will become undersatured over the comi
Ho.06 decades in the A2 scenario (Fig). In the tropical Pacific

Mo the anthropogenic perturbation extends down to the deptt

-0.06 The anthropogenic perturbation causes a substantial |
-0.12 of habitat for calcifying organisms. We introduce five classt
-0.18 of saturation levels: (i) more than 400% saturat@g{5>4)

_0.04 as considered optimal for coral growth, (ii) 300 to 400% s&

urated, considered as adequate for coral growth, (iii) 200
300% saturated and (iv) 100 to 200% saturated, both cc
sidered as marginal to inadequate for coral growdmgdon
and Atkinson 2005 Kleypas et al. 2009, and finally (v)
Fig. 8. Differences in projected surfad@arag (@) and pH(b) be-  undersaturated watef2frag<1) considered to be unsuitable
tween the SRES A2 simulation wiFIj and withqut \(varming, averagleor pteropods Eeely et al, 2004 Orr et al, 2005. The vol-
‘o‘ver‘the decgde 2090-2099. P05|_t|ve values‘md_lcate enhanced ‘?‘Cfﬁme of water that is more than 400% saturated is projectec
gf;ff: by climate change, negative values indicate reduced ac'd"\/anish in the next three decades for the A2 and B1 scenz
’ (Fig. 10). Water withQqraglarger than three is projected tc
vanish by 2070 (C@~630 ppm) in the A2 scenario and to be
will stabilize at 2.5 to 3.0 in tropical and subtropical regions. reduced to 11% of the respective preindustrial volume in t
The Southern Ocean surface remains slightly supersaturate@l scenario. Further, the volumes of waters with2arag<3
throughout the B1 simulation. and 1<Qarag<?2 are projected to decrease by about 75% a
The climate feedback of2aragis negative in most regions 30% over the industri_al period and this century for the A
of the oceans. Exceptions are the Arctic, the Labrador Segcenario; corresponding changes are about half as large
and the high latitude North Atlantic, the Antarctic polar zone B1 than for A2.
and a few coastal regions (Fi§). The modeled high latitude ~ Overall the volume occupied by water oversaturated wi
changes are linked to sea ice as discussed for the Arctic; wEespect to aragonite decreases from about 42% to 25% of
note that the model simulates too much sea ice in the Nortfiotal ocean volume. We note that the model correctly sir
Atlantic and North Pacific\/featherly et al.1999 and the  ulates the total volume occupied by the first three class
magnitude of the positive feedback in the high latitude Northwhereas the volume with an aragonite saturation betwe
Atlantic may not be realistic. The climate feedback on pH is 100 and 200% is overestimated (crosses in E@). There-
positive (or only slightly negative) in all regions. fore, these projections might be somewhat too optimistic.

T -0.3

T
60°W

T T T
0° 100°E 160°W

3.5 Changes in the Arctic Ocean and climate feedbacks

Our projection that the Arctic ocean will become underse
urated with respect to aragonite in a few decades calls fo
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Fig. 9. Time-depth diagrams of simulated annual mee[rio%*] (mol/l) with respect to aragonite for SRES A2; in tfeg Atlantic, (b)
Pacific(c) Arctic, and(d) in the Southern Ocean.

more detailed analysis. We combine observation-based estimodel-data approach. 10% of the surface area is projecte:
mates 0fQaragWith the modeled changes to obtain an alter- become undersaturated with respect to aragonite in at le
native estimate of the saturation state in the Arctic in 2100:0ne month of the year when atmospheric Qs reached
Q (1)=R0bs (10)+2model(t) —model(f0). In this way,QaragiS 409 ppm at year 2016 in the A2 and at year 2018 in the [
adjusted for known model biases similar to the approach ofscenario. At 428 ppm (2023 AD in A2, 2025 AD in B1) 10%
Orr et al.(2005, who applied simulated changes in DIC to of the surface is projected to become undersaturated in
observation-based estimates. The difference between adjustnnual mean, and at 450 ppm (2029 AD in A2, 2034 AD i
ing © directly and calculating2 from adjusted DIC and Alk  B1) throughout the year. More than 50% of the surface w
concentrations is smalk(1%). In 2100 and for A2, the entire ters of that section will become undersaturated ap G®-
water column is projected to be undersaturated except somels of 534 ppm (2050 AD in A2, 2085 AD in B1), and a
small regions at depths between 1000 m and 2000 m Brig. 765 ppm (2090 AD in A2) the entire water column is pro
For comparison, the model-only projection also shows a disjected to become undersaturated.

tinct undersaturation in the top few hundred met@'&;‘ng' The |argest pH changes over the 21th centu.FQ.gs in
tween 0.25 and 0.75), whereas water remains oversaturatesl? —0.23 in B1) are simulated in the Arctic Ocean. Thi
between 1000 and 3500 m in the model only projection astyrns the Arctic Ocean from a region with relatively high pt
the modeled Cg concentration is biased hlgh In any case, (006 units above the g|0ba| average) to a region with ve
the emerging undersaturation of the surface Arctic ocean is &w pH (0.09 units below the global average by 2100 in A2
robust feature and independent of these model biases. [H+] increases from 7.3 nmol/l to 20.8 nmol/l in A2 and t

Undersaturation occurs first in small regions and over12.35nmol/lin B1, respectively.
short periods of the year. Its spatial and seasonal occur- Next the role of climate change and of different process
rence increases with rising atmospheric G8 summarized for the projected Arctic changes is addressed. Warming
in Table 1 for the investigated Arctic transect and for the the Arctic region is much higher than on global averac
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Fig. 10. Simulated global changes in the volume of supersaturated waters with respect to aragonite under the SRES £&9.sPansl
changes in the entire ocean volume, whereas p@d)ethows only changes for the top 200 m. Waters that are more than four ti
supersaturated (orange) are projected to vanish by the year 2010, and those that are 3 to 4 times supersaturated (gray) by the yeai
volumes of 2—3 and 1-2 times supersaturated waters (blue and red) decrease to 25% and 70% with respect to the preindustrial value
Thus the volume of undersaturated waters (green) increases by about 30% (or 17% of the total ocean volume) by 2100. The das
indicate the volume changes under the SRES B1 scenario. The crosses denote the respective values derived from the GLODAP/W(
set for 1995 and the estimated preindustrial values (1830) obtained by subtracting estimated anthropagieain OGT concentrations.

(polar amplification) and summer sea ice cover is projectedration. This approximation works well in the Arctic sur-
to be significantly reduced. The Arctic Ocean is projected toface ocean (inset of Figl2). We note that the regressior
become fresher in response to sea ice melt, altered evaporatope is slightly different in the no-warming simulation (0.4
tion and precipitation, and river input. Small climate feed- r2=0.94) than in the standard global warming simulatio
backs onQarag and pH have been reported for the global (0.38, r2=0.90). In the no-warming simulation, the fresh
ocean. However, climate change amplifies the decrease iwater balance, ocean circulation, the marine biological cyc
average annual mean Arctic surfa@gragand pH by 22%  and Alk remain mostly unperturbed. We note a small pe
and 27%, respectively (Fid). In the simulation without turbation of the global hydrologic cycle, which arises mo:
global warming, alkalinity remains roughly constant in the likely due to the interaction of increasing atmospheric,CC
Arctic, while the dissolved inorganic carbon concentration with the terrestrial biosphere. However, the most releva
increases as a result of anthropogenic carbon uptake. Botbhanges are the uptake of anthropogenic (excess) carbot
surface Alk and DIC decrease in the simulation with global gas exchange through the air-sea interface and the expor
warming (Fig.11). Additional freshwater input into the Arc- excess carbon out of the top 200 m by surface-to-deep ¢
tic Ocean dilutes the tracer concentrations. The simulatedateral (to the North Atlantic and through the Bering Strai
decrease in DIC is smaller than that for Alk, mainly becauseexchange. The resulting storage of anthropogenic carbor
the uptake of anthropogenic carbon tends to increase DICthe top 200 m increases DIC and decreases (Alk-DIC) |
Overall, the difference between Alk and DIC, governing the 0.10 mmol/l by 2100. In the standard global warming simt
CO%‘ concentration, decreases more in the standard globdhtion, additional freshwater input dilutes both Alk and DIC
warming simulation than in the simulation without climate The decrease in Alk and DIC by freshwater input is prc
change, thereby amplifying the changes in saturation state. portional to their concentration and thus larger for Alk tha
for DIC. As a result, (Alk-DIC) is reduced by 0.035 mmol/|

We can quantitatively attribute the changes of Alk and gn gverage. The dilution of DIC by freshwater lowers th
DIC, and thusiCO5 ], to different mechanisms. A budget CO;, partial pressure which in combination with an increas
of the Alk and DIC fluxes entering and leaving the Arctic i, ice-free area enhances uptake of anthropogenic carl
surface ocean (top 200 m) is established (ER).for the A2 {hrough gas exchange. Increased uptake is further promc

scenario. The changes in the difference between Alk anghy the somewhat higher atmospheric £@ncentration in
DIC is taken as a proxy for changes in the ?O:oncen-
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2.10 '__,=,s'~""" which is approximately proportional to [CzO], from 1820 to 2100
] _'(-,_:.""" under the A2 scenario in the top 200 m of the Arctic Ocean. TI
206 ﬂg o ) i total change (black)_is composed of changes in the net Qﬁhke
20 v ' ' ' ' ' by gas-exchange with the atmosphere (red), changes in the fre
1850 1900 1950 2000 2050 2100 water flux at the ocean surface (blue), as well as changes in biolc

Year (green) and in the export of excess carbon by surface-to-deep

lateral exchange (orange). The difference between the simulat
without warming (hatched) and the standard global warming sit

Fig. 11. Simulated annual mean alkalinity and DIC surface con- . . o . ) .
: . . ulation (solid) quantifies the impact of climate change on the inc
centrations from 1820 to 2100 in the Arctic Ocgahpand between ) e
vidual components and on the total amplification of the carbonz

5.00 .N and 76N (b). Wlﬁhout_warmlng (blue) both regions ShO\,N. jon reduction. The inset relates the changes in the difference A
similar changes. Including climate change (red) changes alkalinity C 1o the ch in 1CB1 for all arid b h b
and DIC in the North Pacific and North Atlantic only slightly and DICto t_ e changes in [ b] orall gn oxes that contrl. ute to
. S ) the Arctic budget and for the warming (red) and no-warming (blur
the difference AIk-DIC, which is approx. proportional to [§q, . . oYM .
. . ! ) simulations. The strong correlation indicates that the differen
is alImost constant. This is representative for all regions, except th?AIk DIC | bl ; in the Arcti ;
Arctic, where the alkalinity is strongly reduced and the difference ce-an IS a reasonable proxy for [¢ 1'in the Arctic surface

Alk-DIC is virtually zero by the end of the 21th century.

) ) i ) ) itation and reduced evaporation. In the CSM 1.4, rivers d
the warming thanin the no-warming simulation. On the otherjjer pyre freshwater to the ocean, with DIC and alkalinity s

hand the dilution of Alk increases the GQartial pressure, 4 zero. Land-ice is absent from the simulations. The annt
which tends to decrease the uptake of anthropogenic carbomean sea ice volume in the Arctic Ocean is reduced by 6¢
The net effect is an increase in @0ptake by about 40% in iy the A2 simulation from 3.4810*km? (preindustrial) to
the warming simulation relative to the no-warming simula- 1 g7 10* km?3 (2100). The summer sea ice cover is reduce
tion. The export of excess carbon out of the top 200m bey 74% from 8.%10° km? (preindustrial) to 2.% 106 km?
physical transport is also enhanced in the warming simula-(2100), which corresponds to a cover of 88% and 23%
tion. Further, the projected changes in environmental CONyhe total Arctic Ocean surface (a0F km?), respectively.

ditions enhance marine biological productivity and the ex-Tne reduced sea ice cover allows gas exchange to occu
port of organic material and Ca@@ut of the Arctic surface. 5 |arger area and the availability of light is increased in tt

As a result, surface (Alk-DIC) is increased by 0.013mmol/l. 5caan surface layer. The summer sea ice extent in the C
Thus, the biological feedbacks partly counter the physically-is 10-40% higher than observed by 2000 (Fig). The re-
driven climate feedback. Considering aI_I fluxes, (AI!(—DIC) duction in sea ice cover is at the lower end of the range
_decreases by 0_.036 _mmol/_l (38%) more in the warming thanprojections for the 21th century. More specifically, the simt
in the no-warming simulation. This may be compared t0 a|5teq decrease from 2000 to 2100 in the A2 scenario is ol
0.013 mmol/l (34%) higher decrease{03 1. slightly larger than the rapid reduction observed during tt
Freshwater input at the ocean surface in the Arctic is in-last decadeHolland et al.(2006 project abrupt reduction in
creased due to melting of sea ice, as well as increased precigummer Arctic sea ice and near ice-free conditions by 20
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Fig. 13. Sea ice cover in the Arctic Ocean by the years 2000 and 2100. The color shading shows simulated minimum (light blt
maximum (dark blue) sea ice extent. Lines indicate minimum (green) and maximum (red) sea ice extent as observed in the Wads200
1978. The sea ice extent is defined here as the area where the sea ice concentration is above 50%.

for the SRES A1B scenario, whereas in our SRES A2 simu-3.6 Seasonal and interannual variability 0fQarag
lation summer sea ice cover remains above 70% of the total
Arctic Ocean surface until about 2050. The simulated win- The simulated seasonal and interannual variabilit®gfgis
ter ice cover declines only little and remains larger than thesmall compared to the projected anthropogenic changes
observed present-day ice cover throughout the simulation. IEussed above. The zonal mean seasonal cyd®gfshows
the projections of rapid summer sea ice decline are true, théhe typical quadrupole space-time pattern (Riga, b) with
projected effects we see on the Arctic carbonate system willargest positive seasonal deviations in summer and larg
be even more pronounced than seen in the CSM simulationdlegative deviations in winter in both hemispheres and at m
Freshwater input and warming also cause an increase in straf@titudes. This seasonal cycle is driven by low summer DI
ification, here defined by the density difference between theand high winter DIC values linked to thermally driven air
surface and 200 m depth. sea exchange and nutrient drawdown during the spring ¢
Modelled marine biological production in the Arctic in- Summer growing season, as well as winter convection a
creases due to a number of factoBéeinacher2007). Most ~ Mixing. The seasonal variability of simulat€lhagis small
importantly, enhanced availability of photosynthetic active in the high latitude and in the tropical surface oce0.q
radiation in response to reduced sea ice cover (and changd zonal mear2arag less than 5%). In Northern Hemisphert
in cloud cover) and ocean surface warming stimulate producmid-latitudes deviations up to 15-20% (0.35-0.40 in zon
tivity. Simulated shortwave irradiance increases by 200% afmeanQarag can be found, with maximum values from Au-
the air-water interface and sea surface temperature increasgést to October and minimum values from February to Api
by 0.3PC in scenario A2 by 2100. On the other hand, iron (Fig.14). Largest seasonal amplitudes®@aragup to 0.7) can
and phosphate concentration decrease only by a few percerfté found around 40N in the western Pacific and Atlantic,
We note that production is limited by temperature and light, &s well as in the South Atlantic near the coast of Argentin
but not by phosphate and iron. The averaged mixed layef hese regions correspond to regions of high primary prodt
depth remains roughly unchanged. tivity and large seasonality in production. Surf&2gagis in-
creased at the end and after the high production phase, w
nutrient and DIC concentrations are reduced.
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Fig. 14. Simulated seasonal variability of zonal mean surf@ggg Average deviation from the annual mean for the decade 1990-19
in absolute valuesaj and relative to the annual me&yrag (b, in percent). Maps of maximum positive) (and negatived) anomalies
in surfaceQaragfor the decade 1990-1999 (maximum deviation from the decadal mean at each grid point and for every month). A
deviation from the annual mean in March/Ap®) @nd September/Octobd) or the decades 1990-1999 (black line) and 2090-2099 (r
line) under SRES A2. The shaded areas indicate the interannual variability (@iefand the variability across different longitudes (grey
+o) for the decade 1990-1999.

The seasonal variability in the Arctic Ocean is out of phaseances the relatively small variability in temperature. Overa
with the general Northern Hemisphere seasonal signal andeasonal variability if2aragis small (<0.1) compared to the
shows the same seasonal pattern as modeled for the Southesimulated anthropogenic changes in the Arctic.
Hemisphere. Melting of Arctic sea ice decreases the super-
saturation over the summer. The variability in sea ice cover The modeled large scale amplitudes and patterns of
and the associated freshwater input lead to a strong seasonggasonal variability do not show significant changes betwe
variability of alkalinity (up to+4%) and DIC, which outbal- 1820 and 2100 in the transient simulation under the A2 sc

nario in most regions. In the Southern Ocean (south 8&)0
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and around 50N and 73 N the seasonal amplitude tends to
be slightly reduced (Figl4). However, as the annual mean
Qarag decreases with increasing @Qhe relative seasonal

variability increases from about +10%%% at 46 N in 1820

to about +25%/15% in 2100. Finally, we note that the

M. Steinacher et al.: Arctic ocean acidificatiol

Southern Ocean will become undersaturated for aragonit
atmospheric C@increases beyond 560 ppm.

We highlight that the Arctic Ocean surface becomes u
dersaturated with respect to aragonite at even lower -
centration. The combination of observation-based estima

interannual variability in zonal meaf? is small (less than
+0.1 in surfacearag both compared to the anthropogenic NCAR CSM1.4-carbon model projection indicates that 10'
change as well as compared to zonal variability (Hid). of the surface water along the investigated Arctic transe
Because calcification is linearly coupled with production in will become undersatured for at least one month of the ye
the CSM1.4, interannual variability that could be caused bywhen atmospheric COexceeds 409 ppm. This concentra
variations in the CaCglorganic carbon formation and rem- tion is only 25 ppm higher than today’s value and projecte
ineralization rates is not captured by the model. to be reached within the next decade for all SRES scen
ios (Plattner et al.2008 Meehl et al, 2007 and within the
next two decades for the recent set of multi-gas mitigatic
scenarios\an Vuuren et a].2008 Strassmann et aR008§.
The entire water column in the Arctic is projected to becon
undersaturated within this century if anthropogenic carb
The changes in the acid-base state of ocean waters in resmissions continue to grow along the SRES A2 business-
sponse to human induced carbon emissions have been agsual trajectory. Even under the relatively low-£€enario
alyzed with the NCAR CSM1.4-carbon coupled climate- B1, more than 50% of the Arctic surface waters are project
carbon cycle model for two transient greenhouse gas emistp become undersaturated. These results are consistent
sion scenarios. The model is able to reproduce the largethe study by Qrr et al, 2008 who analyzed Arctic acidifica-
scale, contemporary distribution of carbonate and the sattion based on results from different AOGCMS, including th
uration state with respect to aragonite reasonably well. ANCAR CSML1.4-carbon.

number of caveats are nevertheless worth mentioning. Re- Atmospheric CQ will very likely exceed 400 ppm in the
sults simulated for the North Pacific should be viewed with next one or two decades given current carbon emission trel

caution as the model overestimates saturation in this basimnd the inertia of the energy and the whole socio-econon
The NCAR CSM1.4 model has a climate Sensitivity near thesystem. The question is thus not whether undersaturat
lower bound of current estimates and simulated magnitudesyill occur in the Arctic, but how big its magnitude will be,

of climate feedbacks on changes in saturation and pH mighhow large an area will be affected by undersaturation, a
be somewhat low. However, these feedbacks play a minopver how many months of the year undersaturation will t
role in most regions. Further, the model does not diStin-preva|ent. Our findings, combined with the emerging ev
guish between different mineral phases (calcite, aragonitegence on the impacts of aragonite undersaturation on mat
high-Mg calcite) of calcium carbonat&angste et al2008  organisms imply that not only radiative forcing or tempere
and therefore has a single length-scale for calcium carbongyre, but also atmospheric G@oncentration should be in-
ate remineralization independent of seawater saturation statgjuded as a target in climate policy analyses and in the dev
The model does not include an active sediment reservoir oppment of mitigation scenarios with integrated assessm
sediment burial and further research is needed to quantify thgyodels. Our subjective assessment is that atmospheric C
magnitude of a potential buffering of the simulated changesshould not exceed 450 ppm in order to avoid the risk of lar
in saturation by re-dissolution of calcium carbonate from changes in marine ecosystems.
ocean sedimentd.angdon(2002 suggests that dissolution  The loss in volume of water with saturation has been que
rates on reefs, banks, and tropical shelves will not be able tgified. We consider five saturation regimes for ease of disct
buffer the[CO3~] decrease over the next 50-100 years. sion. Water with an aragonite saturation of more than 300'
Our study with a coupled climate-carbon cycle model sup-considered suitable for coral growth, are projected to vani
ports the important finding of earlier studies that the acid-completely in the second half of the century for the A2 sci
base state of the global ocean is currently undergoing largeario. Water with a saturation of more than 400%, consider
and rapid change<Ofr et al, 2005 Caldeira and Wickett  optimal for coral growth, covered about 16% of the surfac
2003 in response to anthropogenic carbon emissions withat preindustrial time and will be gone in the next few year
potentially large negative socio-economic impadto€gh-  Overall, the volume of water supersaturated with respect
Guldberg 2005. The saturation state with respect to arago- aragonite decreases strongly in the A2 and B1 scenarios ¢
nite, calcite, or high-magnesium calcite is decreasing world-sidered here, with potentially adverse effect also on spec
wide, causing a gradual worsening of living conditions for living on the ocean floor and in the dee@uinotte et al.
corals, pteropods, foraminiferas and coccolitophorides an@®006).
potentially also for non-calcifying marine organisms (e.g. Our analysis shows that in addition to the uptake of a
Fabry et al.2008. Orr et al.(2005 have pointed out thatthe thropogenic carbon by air-sea gas exchange, freshwater ir

of Qaragin the Arctic Qutterstom and Andersor2009 with

4 Discussion and conclusions
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from increased precipitation and ice melt contributes to the Note NCAR/TN-429+STR, National Center for Atmospherit
decrease in Arctic saturation state, while an increase in ma- Research, Boulder, Colorado, USA, 1996.

rine biological production slightly counteracts the decline. Boville, B. A. and Gent, P. R.: The NCAR Climate System Mode
Additional freshwater input from land ice melt has not been _ version one, J. Climate, 11, 1115-1130, 1998. o
considered here and is expected to sligthly lower projected® ™. H.. Gruber, N., and Keeling, C. D.: Interannual variabil
saturation statesQr et al, 2008. Seasonal variability in ity of the upper ocean carbon cycle at station ALOHA ne:

saturation is significant in mid-latitudes regions, but small at Hawali, Global Biogeochem. Cy., 18, GBA019, doi:10.102¢
Y 9 Y gions, bu 2004GB002245, 2004.

high If:ltitudes. The anthropogenic c_ha_nges in satgration A aldeira, K. and Wickett, M. E.: Anthropogenic carbon and oce:
superimposed on the seasonal variations. We did not find py Nature, 425, p. 365, 2003.

substantial changes in seasonal variability over this century-ao, L., Caldeira, K., and Jain, A. K.: Effects of carbot
in the NCAR model. Interannual variability in saturation is  dioxide and climate change on ocean acidification and c:
found to be small. These findings are consistent with results bonate mineral saturation, Geophys. Res. Lett., 34, L056(
obtained at time series stations (HOT, BATS), which show doi:10.1029/2006GL028605, 2007.

that the anthropogenic signal is clearly distinguishable fromConkright, M. E., Antonov, J. I., Boyer, T. P., Locarnini, R. A.,

seasonal and interannual variabili§ates 2001, Brix et al., O'Brien, T. D, Stephens, C., and Garcia, H. E.: World Ocez
2004 Kleypas et al.2008. Atlas 2001, vol. 49-52 of NOAA Atlas NEDIS, US Govt. Print-

| USi h tiviti turbing th ing Office, Washington, D. C., 2002.
n conclusion, human activities are perturbing the c’(:(':'anDickson, A.: Handbook of methods of the analysis of the variot

and the habitats for marine organisms. The results Of this parameters of the carbon dioxide system in seawater, US Dep
study and ofFeely et al (2008 for the coastal North Pacific Energy, Washington, D. C., 2002.
andOrr et al.(2008 for the Arctic show that undersaturation poney, S., Lindsay, K., Fung, I., and John, J.: Natural variabilit
of surface waters with respect to aragonite is likely to become in a stable, 1000-yr global coupled climate-carbon cycle simul
reality in a few years only. tion, J. Climate, 19, 3033-3054, 2006.
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Published as “Science Box 5” in the article “European Project on Ocean Acidification (EPOCA):
Objectives, products, and scientific highlights” by Jean-Pierre Gattuso, Lina Hansson, and
the EPOCA consortium, Oceanography, Volume 22, pp. 190-201, 2009.

Abstract The European Project on Ocean Acidification (EPOCA) is Europe’s first large-
scale research initiative devoted to studying the impacts and consequences of ocean acidifica-
tion. More than 100 scientists from 27 institutes and nine countries bring their expertise to
the project, resulting in a multidisciplinary and versatile consortium. The project is funded
for four years (2008 to 2012) by the European Commission within its Seventh Framework
Programme. This article describes EPOCA and explains its different aspects, objectives, and
products. Following a general introduction, six boxes highlight outcomes, techniques, and
scientific results from each of the project’s core themes.
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BOX 5. MODELING OCEAN ACIDIFICATION IN THE ARCTIC OCEAN

By Marco Steinacher, Fortunat Joos, and Thomas L. Frélicher

Ocean acidification in the Arctic is an important research focus in
EPOCA. Oceanographic measurements demonstrate that Arctic
surface water is already close to undersaturation with respect to
aragonite (Jutterstrom and Anderson, 2005), and that undersatura-
tion is imminent as fossil fuel carbon emissions continue to rise.
Climate change is projected to amplify ocean acidification in the
Arctic. Ocean acidification from business-as-usual, twenty-first
century emissions is irreversible on human time scales.

Model results from nine modeling groups will become available
within EPOCA to assess biogeochemical and ecosystem conse-
quences of ocean acidification in the Arctic and in other regions
of the world in a comprehensive analysis. EPOCA researchers
will employ the full hierarchy of models from cost-efficient Earth
System Models of Intermediate Complexity (EMICs), through
high-resolution regional models, to state-of-the-art global coupled

Year in SRES A2 /B1

2056 2100
2064

climate-biogeochemical models.

As an example, we briefly discuss results obtained with the NCAR
Climate System Model forced with rising carbon emissions for the
two Intergovernmental Panel on Climate Change business-as-usual
emission scenarios (A2 and B1) until 2100 (Steinacher et al.,, 2009).
The NCAR Climate System Model is a global climate model with fully
coupled atmosphere, ocean, land, and sea-ice components, and it
includes an interactive global carbon cycle. Here, the carbonate ion
concentration [CO3] and the related saturation state for aragonite
are used as indicators.

Undersaturation in the Arctic Ocean is imminent—expected to
begin within the next decade for both scenarios (Figure B6). By the
time atmospheric CO, exceeds 490 ppm (2040 in A2, 2050 in B1),
more than half of the Arctic is projected to be undersaturated at the
surface (annual mean). By the end of the twenty-first century and

for the A2 case, undersaturation in
the Arctic Ocean also occurs with
respect to calcite.

2095 The main reasons for the
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vulnerability of the Arctic Ocean

are (1) its naturally low saturation

— state, as documented by several
oceanographic cruises, and (2) Arctic
climate change amplifies acidifica-
tion, in contrast to other regions like
the Southern Ocean, where climate
change has almost no effect in our
simulations. Amplified climate
change in the Arctic leads to a reduc-
tion in sea ice cover and surface
freshening through ice melting,

altered precipitation and evapora-

E——
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tion, and river input. The dilution of

. surface waters alters the CO, partial
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Figure B6. Projected surface water carbonate ion concentration versus projected atmospheric CO,

|
700

|
800 pressure, which in combination with
an increase in ice-free area, enhances

the uptake of anthropogenic CO,
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(lower x-axis) and time (upper x-axis) for low (SRES B1) and high (SRES A2), business-as-usual emission
scenarios. The figure shows modeled annual mean (solid line) and lowest monthly (dashed) concentra-
tions averaged over the Arctic Ocean (red), the Southern Ocean (green), and the tropical ocean (blue),
and spatial variability of annual mean concentrations within each region (shading, + one standard
deviation). Squares indicate observation-based estimates for the Southern Ocean and tropics (Global
Ocean Data Analysis Project and World Ocean Atlas 2001 [http://www.nodc.noaa.gov/OC5/WOA01/
pr_woa01.html], annual mean), and for summer conditions in the Arctic Ocean (CARINA [CARbon
dioxide IN the Atlantic Ocean] database; http://cdiac.ornl.gov/oceans/datmet.html), with “error bars”
indicating the spatial variability. Model results are from the NCAR CSM1.4-carbon model.

Oceanography Vol.22, No.4

through gas exchange by about 40%.
Further, freshwater input decreases
[CO37] by dilution, whereas increased
export of excess carbon out of the
upper ocean and enhanced marine
productivity counteract the reduc-
tion in [CO37]. Our study does not
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account for changes in riverine carbon fluxes. Considering all effects,
the decrease in surface [CO37] in the Arctic Ocean is 34% higher than
it would be without climate change in our model.

In contrast to other regions where the [CO3] decrease is basically
a function of increasing atmospheric CO,, the simulation of ocean
acidification in the Arctic additionally relies on the model’s ability
to project climate change realistically. Major uncertainties are the
magnitude and timing of sea ice cover reduction and changes in
the freshwater balance. The simulated present-day ice cover in the
NCAR model is larger than observed, and the projected reduction
is moderate compared to other models. Considering the relatively
low climate sensitivity of the model and recent projections of rapid
summer sea ice decline, it is likely that the projected decrease in
Arctic saturation represents a lower limit for a given scenario. Results
from the EPOCA model suite will provide a more robust quantifica-
tion of these effects.

Simulations in which emissions of carbon and other forcing agents
are hypothetically stopped in years 2100 or 2000 allow us to inves-
tigate the legacy effects of historical and twenty-first century emis-
sions. Undersaturation with respect to aragonite and calcite remains
widespread in the Arctic for centuries even after cutting emissions in
2100 (recent work of authors Frolicher and Joos).

For the near future, it will be crucial that experimental scientists
(see, e.g., Boxes 3 and 4) and modelers work hand in hand to
improve understanding of how human carbon emissions affect the
biogeochemical state of the ocean and how these changes affect the
functioning and services provided by marine ecosystems. EPOCA's
results will be needed to provide further guidance on emission reduc
tion targets. Considering the precautionary principle mentioned
in the United Nations Framework Convention on Climate Change,
our subjective assessment is that atmospheric CO, should not
exceed 450 ppm in order to avoid the risk of large-scale disruption

to marine ecosystems.

Marco Steinacher (steinacher@climate.unibe.ch) is PhD Candidate,
Division of Climate and Environmental Physics of the Physics
Institute, and the Oeschger Centre for Climate Change Research,
University of Bern, Switzerland. Fortunat Joos is Professor, Division
of Climate and Environmental Physics of the Physics Institute, and
the Oeschger Centre for Climate Change Research, University of
Bern, Switzerland. Thomas L. Frélicher is Postdoctoral Research
Fellow, Division of Climate and Environmental Physics of the Physics
Institute, and the Oeschger Centre for Climate Change Research,

University of Bern, Switzerland.

Atlantic, where water temperatures are
low, promoting CO, dissolution and
driving seawater toward undersaturation
of calcium carbonate. Put simply, under-
saturation will not only render calcifica-
tion more difficult but may also lead to
corrosion of existing shells and skeletons.

Fifteen EPOCA scientists recently
returned from the first large-scale field
experiment of the project—a five-week-
long campaign in Svalbard aimed at
investigating the impact of ocean acidifi-
cation on Arctic benthic organisms such
as echinoderms, mollusks, crustaceans,
and calcareous algae. The organisms
were exposed to different levels of pCO,
using indoor mesocosm setups. In 2010,
about 40 EPOCA scientists will return
to Svalbard to study pelagic communi-
ties using offshore mesocosm facilities
(see Box 4).

Guide to Best Practices in

Ocean Acidification Research

and Data Reporting

Standardized data protocols and
reporting are crucial for meaningful
comparisons and collaboration within
the ocean acidification field. Together
with IOC-UNESCO, and with funding
support from the Scientific Council on
Oceanic Research (SCOR), the US Ocean
Carbon Biogeochemistry program, and
the Kiel Excellence Cluster The Future
Ocean, EPOCA organized an interna-
tional workshop on Best Practices for
Ocean Acidification Research that met in
Kiel during November 2008. The meeting
brought together around 40 scientists
with expertise in different areas of

ocean acidification research; the agenda
covered seawater carbonate chemistry,
experimental design of perturbation

experiments, and measurements of
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Anthropogenic carbon emissions force
atmospheric CO; far above the natural
range of the last million years and cause
rapidly progressing global warming. Yet
another issue linked to anthropogenic CO,
has recently attracted wide attention. The
uptake of anthropogenic CO, lowers ocean
pH, the concentration of carbonate ions and
the saturation state of seawater with respect
to calcium carbonate (Orr et al., 2005). A
particular concern of this “ocean acidification”
is its impact on marine organisms and
ecosystems (Doney et al., 2009).

We investigate ocean acidification with the
comprehensive NCAR global coupled climate-
carbon model forced with rising carbon
emissions for the SRES A2 business-as-usual
scenario until 2100 (Steinacher et al., 2009).
Irreversible impacts of 21th century CO,
emissions are quantified by extending the
simulation (unrealistically) with zero emissions
after 2100 (Frolicher and Joos, 2009). Here,
the carbonate ion concentration [COs*] and
the related saturation state with respect to
aragonite are used as indicators. Aragonite is a
mineral phase of calcium carbonate secreted by

z 850; :
o 1 i
~ 6501 L
o ] i
(@] i L
E 450+ :
< 3001 SO
80°N
160
40°N =
(@)
o g
g 80 =
£ 0°N g
< —
— M
0 S
40°S g
-80

T T T T T T
1900 2000 2100 2200 2300 2400 2500
Year

Figure 1: Simulated evolution of atmospheric CO, and of zonal, annual mean surface carbonate ion concentration,
shown as deviation from the saturation concentration with respect to aragonite. Red lines indicate the transitions
from over- to undersaturation with respect to aragonite (solid) and calcite (dashed).
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many marine organisms to build their shells
and other structures. Aragonite shells dissolve
in undersaturated water in the absence of
protective mechanisms.

Surface water saturation decreases rapidly

in all regions until 2100 (Fig. 1) and remains
reduced for centuries. Undersaturation in the
Arctic is imminent and starts already within
the next decade. By the time atmospheric CO;
exceeds 490 ppm (2040 in A2), more than
half of the Arctic is undersaturated (annual
mean). Similarly, the Southern Ocean becomes
undersaturated on average, when atmospheric
CO; exceeds 580 ppm and saturation in the
tropics drops below 300%, threatening the
survival of coral reefs. By the end of the 21st
century, undersaturation in the Arctic Ocean
also occurs with respect to calcite and remains
widespread for centuries after cutting
emissions in 2100.

The main reasons for the vulnerability of the
Arctic Ocean is its naturally low saturation
state and that Arctic climate change amplifies
acidification, in contrast to other regions like
the Southern Ocean, where climate change
has almost no effect in our simulations.
Enhanced uptake of atmospheric CO; in
response to sea-ice retreat, surface freshening
and other effects lead to a decrease in Arctic
surface [COs%] that is 34% higher than it
would be without climate change.

Ocean acidification also affects the thermocline
and the abyss as anthropogenic carbon
continues to invade the ocean. Overall, the
fraction of the ocean volume occupied by water
oversaturated with respect to aragonite is

projected to decrease from about 42% to

25% by 2100 and to 10% by 2300. The fact
that the volume fraction continues to decrease
significantly after 2100 demonstrates that some
impacts of 21st fossil fuel carbon emissions are
strongly delayed and aggravate even for the
extreme case of an immediate emission stop.

Undersaturation of Arctic surface waters with
respect to aragonite is likely to become reality
in a few years only (Steinacher et al., 2009)
and ocean acidification from business-as-usual
carbon emissions is irreversible on human
timescales (Frolicher and Joos, 2009).
Experimental evidence is emerging (Doney et
al., 2009) that ocean acidification has negative
impacts on many organisms and may severely
affect cold and warm water corals or high-
latitude species such as aragonite producing
pteropods. Considering the precautionary
principle mentioned in the United Nations
Framework Convention on Climate Change,
our subjective assessment is that atmospheric
CO; should not exceed 450 ppm in order to
avoid the risk of large-scale disruptions in
marine ecosystems.
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Abstract. Changes in marine net primary productivity (PP) ing observation-based estimates compared to a simple mt
and export of particulate organic carbon (EP) are projectednodel average. Model results are compared to recent p
over the 21st century with four global coupled carbon cycle-ductivity projections with three different algorithms, usuall
climate models. These include representations of marinepplied to infer net primary production from satellite obse
ecosystems and the carbon cycle of different structure andations.

complexity. All four models show a decrease in global mean
PP and EP between 2 and 20% by 2100 relative to preindus-
trial conditions, for the SRES A2 emission scenario. Two
different regimes for productivity changes are consistently
identified in all models. The first chain of mechanisms is
dominant in the low- and mid-latitude ocean and in the North
Atlantic: reduced input of macro-nutrients into the euphotic
zone related to enhanced stratification, reduced mixed lay:

depth, and slowed circulation causes a decrease in macrg; Hoffert 1985 Siegenthaler and Wenk984), NO (Sun-

nutrient concentrations and in PP and EP. The second regimt%aralingam and Sarmient@00Q Goldstein et al. 2003

is projected for parts of the Southern Ocean: an aIIeviationSChmittner and Galbraith2008, dimethylsulphate Bopp
of light and/or temperature limitation leads to an increase inet al, 2003 and aerosols as W(,-Z‘|| as the bio-optical prope

.PP and EP as produ_ctivity Is fueled by a sustained ngtrien{ies of seawater and upper ocean physiésitnermann and
input. A region of disagreement among the models is theJin 2002 Manizza et al.2008. However, the representa-
Arctic, where three models project an increase in PP While,[ior’1 of ocean ecosystem§grmiento et a,l 1993 Fasham
one model projects a decrease. Projected changes in Segf 4| 1993 Six and Maier-Reimer.996 Moore et al, 2004

sonal and interannual variability are modest in most regionsLe élér@ et al, 2005 Maier-Reimer et a).2005 A’umont

Reg(;;olnal mO(]j(_elljklltlhmtetri:cs are proposeg tokgl;lgnerate mUItt"and Bopp 2006 Vichi et al, 2007) and biogeochemical cy-
model mean fields that show an improved Skill In represent-yoq i comprehensive atmosphere-ocean general circula

models (AOGCMsBopp et al, 2001 Fung et al.2005 Wet-
zel et al, 2006 Crueger et a).2008) is a relatively new field

Correspondence tadyl. Steinacher that requires further development to provide matured and |
BY (steinacher@climate.unibe.ch) bust results.

1 Introduction

Marine productivity and the marine biological cycle are im
portant elements of the climate system. Biological process
influence, among other Earth system properties, the atn
e£pheric abundance of radiative agents such as(@@.Volk

Published by Copernicus Publications on behalf of the European Geosciences Union.
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The goal of this study is to provide a multi-model esti- or the direct impact of elevated temperature on physiolos
mate of long-term trends in net primary productivity (PP) considerably affect regional responses in productiBygp
and export of particulate organic material (EP) using globalet al, 200]). A decrease in global PP and new productic
warming simulations from four fully coupled atmosphere- by 5 to 8% is also projected in an off-line simulation with al
ocean general circulation models and to identify the mech-ecosystem modeMoore et al, 2002 driven by the climate
anisms behind these changes. These are the IPSL-CM4nduced changes in ocean physics from an AOGCM sim
LOOP model from the Institut Pierre Simon Laplace (IPSL), lation of the SRES Al mid-range emission scenaBoyd
the COSMOS Earth System Model from the Max-Planck and Doney 2002; the decrease is primarily attributed tc
Institute for Meteorology (MPIM), and two versions of the the prescribed reduction in subsurface nutrients. In contre
Community Climate System Model (CSM1.4-carbon and Sarmiento et al(2004 projects an increase in global PP b
CCSM3-BEC) from the National Center for Atmospheric 0.7 to 8.1% using an empirical model approach. We al
Research. In this paper these models are referred to as IPShpte thatSchmittner et al(2008 find a strong increase in
MPIM, CSM1.4, and CCSM3, respectively. The focus of PP in 21st century C®scenarios albeit new production anc
the analysis is on how decadal-to-century scale changes iEP decrease. The increase in PP in their study results fr
physical factors and nutrient availability affect global and re- an exponential dependency of phytoplankton growth rates
gional PP and EP. The motivation is to provide an account ortemperatureEppley, 1972.
the performance of current climate-ecosystem models under Schneider et al(2008 present results for three (IPSL,
global warming and to derive a best estimate of changes ilMPIM, and CSM1.4) of the four Earth System models use
productivity using regional model skill metrics. Our interest in this study. They provide detailed information on the pe
is further fueled by the contradicting projections for global formance of these three models under current climate cc
PP from some “mechanistic” models, as used here, and a raditions and compare modeled physical (temperature, sal
cent statistical model approacBdrmiento et al2004). ity, mixed layer depth, meridional overturning, ENSO vari

A general finding across the hierarchy of mechanisticability) and biological (PP and EP, chlorophyll concentre
models is that global EP decreases in 21st century globation) results with observation-based estimates. Of partic
warming simulationsKlepper and De Haarl995 Maier- lar interest is the model performance with respect to se
Reimer et al.1996 Joos et a].1999 Matear and Hirst1999 sonal and interannual variability as changes on these ti
Plattner et al.2001 Bopp et al, 200% Fung et al. 2005 scales may be linked to the century scale changes exami
Schmittner et a).2008 Frolicher et al, 2009. Increased here. The models capture the general distribution of higt
stratification and a slowed thermohaline circulation in re- absolute PP and higher seasonal variability in the internr
sponse to surface warming and freshening cause a decread@te to high latitudes, though all models overestimate se
in the delivery of nutrients to the surface. As a consequencesonal variability in intermediate southern latitudes. Intera
global EP and in some models also PP is reduced. In thespual variability is largely controlled by the permanently stra
models, the marine biological cycle is closed in the sensdfied low-latitude ocean in all three models consistent wit
that nutrient uptake by phytoplankton, export of organic ma-satellite dataBehrenfeld et a.200§. However, the MPIM
terial into the thermocline, remineralization of organic ma- model strongly overestimates the amplitude and frequer
terial and transport of inorganic nutrients by the circulation of interannual PP variations, while the variability amplitud
is represented. In the simpler models, EP (or some approxiis slightly too low in the CSM1.4 model. Only the IPSL
mation of PP) is tied to the availability of nutrients (such as model is able to capture the correlation between observatis
phosphate or iron), light and temperature without consider-based PP, sea surface temperature and stratification in
ing food web dynamics, whereas in the more complex mod-How-latitude, stratified ocean. The MPIM model, and to
els the growth of phyto- and zooplankton, nitrogen fixation, lesser degree, the CSM1.4 model, suffer from a too stro
and food web interactions and floristic shifts are explicitly iron limitation compared to the real ocean. In the MPIN
taken into account, albeit in a simplified way. Large scalemodel, overall iron limitation is caused by the combinatio
biogeochemical models often lack an explicit representatiorof low aeolian deposition and, more importantly, a high hal
of the microbial loop. The energy and nutrient flows ini- saturation value for iron. In the CSM1.4 model, iron appea
tiated by bacterial consumption of dissolved organic matterto be too strongly scavenged, especially in the subtropi
and grazing by bacterivores\fam et al, 1983 are repre-  Pacific, also resulting in too strong iron limitatioBchnei-
sented by a decay function for dissolved organic matter. Theler et al, 2009. It remains difficult for any model to repre-
decay of dissolved organic matter releases nutrients whiclsent the iron cycle with its intricate coupling between phy:
are in turn available for plankton consumption. Globally, ical transport, spatial and temporal varying iron sources
the change in nutrient supply is the dominant mechanism fodust deposition (e.glahowald et al.2006§ and sediments
EP and PP changes in 21st century global warming simulafe.g.de Baar et a).1995 Dulaiova et al. 2009, iron sinks
tions, whereas other factors such as changes in light availby particle scavenging, complexation by organic ligands (e
ability and the growing season length due to sea ice retreat?arekh et a).2008 and ecosystem and remineralization prc
altered oceanic mixing conditions, and cloud characteristicscessesBoyd et al, 2007).

Biogeosciences, 7, 979605 2010 www.biogeosciences.net/7/979/201(
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The skill of the ocean component of the CCSM3 model Meehl et al, 2007. In the case of the CCSM3 model &
in simulating PP and related variables has been assessed bgrsion without carbon cycle was used for the IPCC repo
Doney et al.(20093. In that study, the model was forced In this study, all model versions include carbon cycle mos
with physical climate forcing from atmospheric reanalysis ules for the terrestrial and oceanic componeitse@ling-
and satellite data products and atmospheric dust depositiorstein et al. 2008.

The results were then evaluated using data-based skill met-

rics. It was found that the model surface chlorophyll tend toy 1 1 |psL

be too high in the subtropical gyres and too low in the sub-

polar gyres. This error pattern may result from a too weakThe IPSL-CM4-LOOP (IPSL) model consists of the Lak
grazing by zooplankton relative to PP in the picoplanktonoratoire de Mttorologie Dynamique atmospheric mode
dominated subtropics and a too strong grazing in bloom en{LMDZ-4) with a horizontal resolution of abou? X 3° and
vironments. Further, their simulation shows excess surfacd 9 vertical levelsifourdin et al, 2006, coupled to the OPA-
macronutrients in the tropical Pacific, which is also true for 8 ocean model with a horizontal resolution 6f22° - cosp
the simulation in the present study. This is likely a result of aand 31 vertical levels and the LIM sea ice modelafec
combination of physical circulation errors and too much iron et al, 1998. The terrestrial biosphere is represented by tl
scavenging. PP is found to be higher than observed in tropglobal vegetation model ORCHIDEK(inner et al, 2005
ical and subtropical Pacific, suggesting that errors may alsand the marine carbon cycle is simulated by the PISCI
arise from other aspects of the biological cycling (e.g., exportmodel Aumont et al, 2003. PISCES simulates the cycling
flux, subsurface remineralizatioBpney et al.20093. of carbon, oxygen, and the major nutrients determining ph

A challenge for any multi-model analysis is how to extract toplankton growth (PQT, NOg, NHj{, Si, Fe). The model
and distill the information contained in the individual models has two phytoplankton size classes (small and large), reg
in a quantitative way. Ideally, the strengths of each individ- senting nanophytoplankton and diatoms, as well as two z(
ual model would be combined while weaknesses and failuregplankton size classes (small and large), representing mic
would be removed to obtain an optimal multi-model mean. zooplankton and mesozooplankton. Phytoplankton grow
Here, we use regional weights to compute multi-model mearis limited by the availability of nutrients and light. The
fields in PP and EP changes. nanophytoplankton and diatom growth rates as well as t

In this paper we analyze centennial-scale changes in P@razing rate of microzooplankton are temperature depe
and EP under anthropogenic climate warming. Unlike earlierdent and increase by a factor of 10 over the temperati
studies, we make use of four interactively coupled global car+ange from—2°C to 34°C. The temperature sensitivity of
bon cycle-climate models that include iron cycling and rep- the mesozooplankton grazing rate is slightly high@id=
resentations of the marine biogeochemistry of different com-2.14). For all species the C:N:P ratios are assumed const
plexities. The use of a multi-model ensemble increases th¢122:16:1;Takahashi et al.1985, while the internal ratios
robustness of the results and allows us to explore uncertairef Fe:C, Chl:C, and Si:C of phytoplankton are predicted &
ties. The models are forced with prescribed Génissions  the model. Iron is supplied to the ocean by aeolian dust ¢
from reconstructions (1860-2000 AD) and a high emissionposition and from a sediment iron source. Iron is also add
scenario, SRES A2 (2000-2100 AD). In the next section,at the surface if the iron concentration falls below a lowe
models and experimental setup are described. In the resulimit of 0.01nM. Iron is taken up by the plankton cells an
section, we first present projections for marine PP. Then, weeleased during remineralization of organic matter. Sce
investigate underlying physical and biogeochemical mechaenging of iron onto particles is the sink for iron to balanc
nisms, quantify model sensitivities, and also address changegxternal input. There are three non-living components
in the seasonal cycle. Regional model skill metrics are used@rganic carbon in the model: semi-labile dissolved orgar
to compute multi-model mean changes. In the discussiortarbon (DOC), with a lifetime ranging from a few days t
section, results of the mechanistic models are compared witlseveral years as a function of bacterial biomass and ac
those ofSarmiento et a2004 and discussed in the light of ity, and large and small detrital particles, which are fuele
earlier studies. Throughout this paper, the variables PP anfly mortality, aggregation, fecal pellet production and gra
EP are used to represent net primary productivity and exportng. Small detrital particles sink through the water colum
of particulate organic carbon (POC), respectively. with a constant sinking speed of 3 m dady while for large

particles the sinking speed increases with depth from a va

of 50mday? at the depth of the mixed layer, increasing t
2 Methods a maximum sinking speed of 425 m ddyat 5000 m depth.
21 Models For a more detailed description of the PISCES model s
' Aumont and Bop2006 andGehlen et al(2006. Further
All models used in this study are fully coupled 3-D details and results from the fully coupled model simulatic
atmosphere-ocean climate models that contributed to thef the IPSL-CM4-LOOP model are given Friedlingstein
IPCC Fourth Assessment Repo®olomon et al. 2007, et al.(2006.

www.biogeosciences.net/7/979/2010/ Biogeosciences, 7,190%-2010
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2.1.2 MPIM zone and is remineralized at depth. Furthermore, dissol

organic matter is produced by phytoplankton exudation a
The Earth System Model employed at the Max-Planck-zooplankton excretion.

Institut fur Meteorologie (MPIM) consists of the ECHAMS |, 46 model version used in this study, all biological prc

(Roeckner et a] 200§ atmospheric model of 31 vertical lev- - ction rates (photosynthesis, mortality, grazing etc.) we
els with the embedded JSBACH terrestrial biosphere mOde{emperature-independent, assuming that phytoplankton

and the MPIOM physical ocean model, which includes a segyjmate t0 local conditions. A constant climatology of globe
ice model Marsland et a.2003 and the HAMOCCS.1 ma- ¢t geposition fields fromStier et al.(2009 was used as

ring bioggochemistry modeN(aier-Reimer 1993 Six and source function of bioavailable iron. Removal of dissolve
Maier-Reimey 1996 Maier-Reimer et a].2009. The cou-  jon oceurs through biological uptake and export, and t

pling of the marine and atmospheric model components, and .5 enging. Scavenging of iron is described as a relaxat
in particular the carbon cycles, is achieved by using the OA~; he deep-ocean iron concentration of 0.6 nM with a tin

SIS coupler. _ . scale of 200 years where the local concentration excet
HAMOCCS.1 is implemented into the MPIOM physical ;g yajue. The Fe:C ratio, also used to calculate the he

ocean model configuration using a curvilinear coordinateq, ,ration value for iron. was set to a value of B-6 (John-

system with a 1.5nominal resolution where the North Pole o o al, 1997. With regard to the later discussions of re

is placed over Greenland, thus providing relatively high hor-g, s it should be noted here that the dust fielc&teér et al.
izontal resolution in the Nordic Seas. The vertical resolution(zoos and the applied Fe:C ratio cause a too strong iron lir

is 40 |ayerS, with hlgher resolution in the upper pal’t of the itation of the model. Both Using thdahowald et al(zoo@

water column (10m at the surface to 13m at 90m). A de-q, gt fields or using an Fe:C ratio 0§30, which would be
tailed description of HAMOCCS.1 can be found Maier- ¢ the |ow end of thdohnson et a(1997 estimates, would

Reimer et al(2009, while here only the main features rele- o ayoided this. Unfortunately, the simulations with tr

vant for the described experiments and analyses will be outg 56 model were so computationally expensive that th
lined. The marine biogeochemical model HAMOCCS.1 is ¢ 14 not be repeated until today, and the issue was only ¢

designed to address large-scale, long-term features of the, ared when evaluating the experiment.
marine carbon cycle, rather than to give a complete descrip-
tion of the marine ecosystem. Consequently, HAMOCCS5.1
is a NPZD model with one phytoplankton group (implicitly
divided into calcite (coccolithophorids) and opal (diatoms)
producers and flagellates) and one zooplankton species a
particulate and dissolved dead organic carbon pools. The can?-_
bonate chemistry is identical to the one describeMaier-
Reimer(1993.

Export of detritus is simulated using prescribed settlir
velocities for opal (30 mdayt), calcite shells (30 m day")
and organic carbon (10mda}). Remineralization of or-
nic matter depends on the availability of oxygen. |
noxic regions, remineralization occurs via denitrificatiol
he model also includes cyanobacteria that take up niti
gen from the atmosphere if the local N:P ratio is below tt

PP depends on the availability of light)(and nutrients Redfield ratio as a result of denitrification, and transform
The local light supply is calculated from the temporally and directly into nitrate. ) ) ) )
spatially varying solar radiation at the sea surfdd®, 1), as HAMOCCS.1 also includes an interactive sediment mo
provided by the OGCM. Below the surface, light intensity is Ule- This component simulates pore water chemistry, t
reduced due to attenuation by sea wakgj) @nd chlorophyll ~ Solid sediment fraction and interactions between the se

(ke) using a constant conversion factor for C:CR&.chi: ment and the oceanic bottom layer as well as between s¢

sediment and pore water constituents.
I(z,t)=1(0, l‘)€7<kw+kcPHYlZRC:P/Rc:cm)z 1)

PP depends linearly on the availability of light, without satu- 2.1.3 CSM1.4
ration of growth rates for stronger irradiand@.(The growth
rate J(I(z,1)), is calculated ag (1) = apyyI(z,t), where  The physical core of the NCAR CSM1.4 carbon climat
aphy is the slope of the production vs. light intensity curve. model Doney et al. 2006 Fung et al, 2005 is a modified
J is then multiplied by the nutrient limitation factor, which version of the NCAR CSML1.4 coupled physical model, cot
is calculated from a simple Monod function, limited by the sisting of ocean, atmosphere, land and sea ice component:
least available nutrient (either phosphate, nitrate, or iron) tategrated via a flux coupler without flux adjustmerBayille
derive PP. etal, 2001 Boville and Gent1998. The atmospheric model
Particulate organic matter (POM), also termed detritus, isCCM3 is run with a horizontal resolution of 3.7&8nd 18 lev-
formed from dead phytoplankton and zooplankton, and zoo-ls in the verticalKiehl et al, 1999. The ocean model is the
plankton fecal pellets. POM production is taken to be pro-NCAR CSM Ocean Model (NCOM) with 25 levels in the
portional to the phytoplankton and zooplankton concentra-vertical and a resolution of 326n longitude and 0.8to 1.8
tions through constant mortality rates of plankton, and to thein latitude Gent et al.1998. The sea ice component mode
zooplankton grazing rate. POM sinks out of the euphoticruns at the same resolution as the ocean model, and the |
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surface model runs at the same resolution as the atmospherithe CSM1.4-carbon source code is available online and «
model. scribed in detail irDoney et al(20086.

The CSML1.4-carbon model includes a modified version
of the terrestrial biogeochemistry model CASA (Carnegie-2.1.4 CCSM3
Ames-Stanford ApproachRanderson et gl.1997%, and a
derivate of the OCMIP-2 (Ocean Carbon-Cycle Model Inter- The CCSM3 Biogeochemical Elemental Cycling (BEC
comparison Project Phase 2) ocean biogeochemistry modehodel includes several phytoplankton functional groups, o
(Najjar et al, 2007. In the ocean model, the biological zooplankton group, semi-labile dissolved organic matter, a
source-sink term has been changed from a nutrient restoringinking particulatesNloore et al, 2004. Model-data skill

formulation to a prognostic formulation inspired Maier-
Reimer(1993. Biological productivity is modulated by tem-
perature (), surface solar irradiancd), mixed layer depth

metrics for the simulated marine ecosystem in uncoupl
ocean experiments are reportedianey et al(20093. The
BEC includes explicit cycling of C, N, P, Fe, Si, O, and al

(MLD), and macro- and micro-nutrients (I%O and iron): kalinity. Iron has external sources from dust deposition al

marine sediments, and the scavenging of iron onto partic

pp_ L+ 2°C . ( [POy] [Fel ) 1 balances these sources with 10% of scavenged iron presui
T+10C [POu]l+kpq,” [Fel+kre) I+k; lost to the sedimentdMoore and Braucher2008. Phyto-

) [Fel zvp \ 1 plankton functional groups include diatoms, diazotrophs, |

-m|n<[PO4], e P) max(l, z ) o (2)  coplankton, and coccolithophores. The export ratio is large

¢ ¢ a function of phytoplankton community composition with di

where «pg, = 0.05umol/l, «re = 0.03 nmoll, «; = atom production being exported more efficiently than pr

20W/m?, rpep=5.85x 1074, r = 15 days, and. =75 m. duction by small phytoplankton. Phytoplankton growth rate
This empirical parameterization is intended to model theand zooplankton grazing rates are modified by a tempe
large-scale nutrient utilization by marine ecosystems. Forture function that includes @19 factor of 2.0. Thus, max-
example, the temperature function, together with iron limita-imum growth rate would change by a factor of 8 for a ten
tion, forces a low productivity and nutrient utilization in wa- perature increase from°€ to 34°C. Phytoplankton growth
ter that is colder than aboutZ. On the other hand produc- rates are also a function of nutrient and light limitation an
tivity depends only weakly on temperature in warmer waters.these factors are multiplicativélpore et al, 2004). Phyto-
The temperature factor increases by less than two for a templankton Fe/C, Chl/C, and Si/C ratios adjust dynamically 1
perature increase from°€ to 34°C; this may be compared ambient nutrient and light, while the C/N/P ratios are fixe
to an increase by a factor of seven in the IPSL model andwithin each groupNloore et al, 2004. The CCSM3 ocean
no temperature-dependent growth rates in the MPIM modelcirculation model is a coarse resolution version of the pari
Following the OCMIP-2 protocolsNajjar et al, 2007) total lel ocean program (POP) model with longitudinal resolutic
biological productivity is partitioned 1/3 into sinking POC of 3.6 degrees and a variable latitudinal resolution from 1-
flux, here taken to be equivalent to export productivity (EP), degrees. There are 25 vertical levels with eight levels in t
and 2/3 into the formation of dissolved or suspended organiaipper 103 m$mith and Gent2004 Yeager et al.2006).
matter, where much of the latter is remineralized within the
model euphotic zone. Total productivity thus contains both2.2 Experiments and satellite-based productivity
new and regenerated production, though the regenerated con-  estimates
tribution is probably lower than in the real ocean, as only the
turnover of semi-labile dissolved organic matter (DOM) with The models are forced by anthropogenic G#nissions due
a decay time scale of half a year is considered. CSM1.4 neto fossil fuel burning and land-use changes as reconstruc
primary productivity (PP) thus represents, rather, the carborfor the industrial period and following the SRES A2 emis
flux associated with net nutrient uptake and is not strictly sion scenario after 2000 AD. The CSM1.4, CCSM3, ar
equivalent to net primary production as measured'ty MPIM models also include CiHand CFCs. MO, volcanic
methods. It appears to be a reasonable proxy for the timemissions, and changes in solar radiation are additione
and space variability of PP if somewhat underestimating thetaken into account by the CSM1.4 and CCSM3 models
absolute magnitudeSchneider et gl2008. For reasons of described byFrolicher et al.(2009. Dust deposition fields
simplicity, net nutrient uptake times the C:P ratio of 1An{ were kept at a constant climatology in all experiments. A
derson and Sarmient@994) is considered here as PP, even models were integrated for more than one thousand years
though it is not exactly the same. The ocean biogeochemicadpin up Schneider et al2008 Thornton et al.2009. For
model includes the main processes of the organic and inoranalysis, all variables have been interpolated onto a co
ganic carbon cycle within the ocean and air-sea GIOX. mon P x1° grid using a Gaussian weighted average of tt
A parametrization of the marine iron cycl®dgney et al, data points within a radius of4with a mapping scale of°2
2009 includes atmospheric dust deposition/iron dissolution, Control simulations in which C®emissions are set to zerc
biological uptake, vertical particle transport and scavenging.and other forcings are set to constant preindustrial levels .
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Table 1. Simulated global annual primary production (PP) and POC export (EP) for the four models IPSL, MPIM, CSM1.4, and Ct
under SRES A2. PP values are also given for weighted means of the four models derived from regional skill séprese@P®quare errors
(PPF), and global skill scores (Fb), as well as for the arithmetic average 82®. Global skill scoresgglop) and root mean square errors
(RMSE) indicate the ability of the individual models and the multi-model means to reproduce the satellite-based estimates of PP
1998-2005, see main text for details). Values are averaged over the periods 1860-1869 (1865), 1985-2004 (2000), and 2090-20'
APP andAEP indicate changes between corresponding periods.

Primary production IPSL MPIM CSM1.4 CCSM3 PP PPE PPglob ppve
PPyiob 1865 [GtCyrY] 34.9 23.9 275 49.4 37.1 35.9 36.3 33.8
PPRyiob 2000 [GIC yrY] 33.8 23.7 26.6 49.1 36.1 34.9 35.3 33.0
PPRyiob 2095 [GICyrl] 30.3 21.6 25.6 48.4 34.2 33.0 335 31.2
APPyop 1865-2000 [GICyYrY]  —1.1(-3%) —0.2(-1%) —0.9(-3%) -0.3(-1%) -1.0(-3%) -1.0(-3%) -1.0(-3%) -0.8(-2%)

APRyob 2000-2095 [GICyrY]  —3.5 (-10%) —2.1(-9%) —1.0(-4%) -0.7(-1%) -19(-5%) -19(5%) -18(-5%) -—1.8(5%)
APRyob 18652095 [GICYrY] 4.6 (-13%) -2.3(-10%) —-1.9(-7%) -1.0(-2%) -2.9(-8%) -2.9(-8%) —2.8(-8%) —2.6(-8%)

Sglob 0.49 0.16 0.37 0.46 0.40 0.33 0.30 0.25
RMSE [mgC m2 day™ 1] 284 353 334 305 259 265 268 278
POC export IPSL MPIM CSM1.4 CcCcsm3

EPglob 1865 [GICyrY] 9.1 5.0 9.1 7.2

EPyiob 2000 [GLC yr Y] 8.7 5.0 8.8 7.1

EPylob 2095 [GIC yr Y] 7.3 45 8.4 6.8

AEPyi0p 1865-2000 [GICYrl] 0.4 (-4%) 0.0 (0%) —0.3(-3%) —0.1(-1%)

AER, —2095 [GtC yr —-1.4(-16%) -0.5(-10%) —0.4(-5%) —0.3 (4%
glob 2000209 [GCyl] (—16%) 0.5 (—10%) 0.4 (—5%) 0.3 (—4%)
A — tCyr -1.8( 0) —0.5(- 0) —0.7(-8%) —0.4(-6%

EPgiob 1865-2095 [GtCy l] 1.8 (—20%) 0.5 (—10%) 0.7 (—8%) 0.4 (—6%)

used to remove century-scale model drifts for each grid point3 Results
and for each calendar montRrflicher et al, 2009. Af-
fected are the three-dimensional distribution of temperature3.1 Projected annual mean net primary productivity
salinity, and nutrient concentrations in the IPSL and CSM1.4 and export production under SRES A2
models, as well as PP and EP in IPSL. For these variables,
detrended values from the scenario simulations are used fope briefly discuss the magnitude and spatio-temporal p
analysis. We note that trends in surface values are small iferns of net primary production (PP) in comparison wit
the CSM1.4. satellite-based estimates (s8ehneider et al(200§ for a
As a point of reference and followingchneider et al.  more comprehensive analysis) and compare simulated
(2008, we utilize throughout this study satellite-based es-ratigs, i.e. the ratio of annual EP to PP, to field data compil
tlmates Obtalned W|th the Behrenfeld algonthm (VGPM, by Laws et al(zooo before addressing |0ng_term Changesi
Behrenfeld and Falkowskil997h Behrenfeld et a).2006 PP. Global annual PP ranges between 24 Gt& yiPIM)
for data-model comparison and to compute skill-scoregng 49 Gt Cyr! (CCSM3) for modern conditions (Table
weighted multi-model averages. The satellite-derived esti-Fig. 1). Only the CCSM3 model lies within the satellite-
mates have uncertainties. For examgeyr et al.(2006 re- based range of 35 to 70 Gt Cyr (Behrenfeld et a).2006
port that global PP estimates from twenty-four ocean-color-cayr et al, 2006. The range of the other three models i
based models range over a factor of two. On a more posiconsiderably lower. The very low PP in the MPIM mode
tive side, ocean-color-based models agree with respect to thg |ikely linked to an overall too strong limitation of PP by
spatial pattern of chlorophyll distributions and correlations jron (Schneider et a1.2008. This is supported by the fact
among the resulting fields are typically high. Given thesethat surface nitrate concentrations are largely overestima
substantial uncertainties in satellite-based productivity databy this model. PP in CSM1.4 represents carbon uptake
the comparison of model results with one single satellite-sociated with net nutrient uptake, rather than overall net p
based data set should be viewed as an illustrative example mary productivity’ and is thus underestimating real net p!
mary production by design. There are also deficiencies in 1
regional representation of PP (F®). High PP along conti-
nental margins is not adequately represented in coarse re
lution models. The MPIM model underestimates PP outsi
the equatorial regions, and the CSM1.4 model has too I
PP in the equatorial Pacific. These deficiencies are relater
the iron cycle of the two models. IPSL and CCSM3 appe
to underestimate PP in high northern latitudes. The CCSI
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52 1900 1950 2000 2050 2100 et al. (2006 report that global PP estimates from twenty
(@ N four ocean-color-based models range over a factor of tw

but correlations among the resulting fields are typically hig
The e-ratio (EP:PP) is a measure of the contribution
regenerated production to total PP. The regenerated proc
tion is driven by nutrient recycling through the activities o
heterotrophs, including bacteria. In the IPSL, MPIM, an
CCSM3 models, the regenerational loop is described throv
the interaction of a limited number of different biomass poo
and the production of dissolved organic matter (DOM) k

|

[Pt |

PP (GtCl/yr)
w
(o))
N T T T Oy |

20

1®) tpsL— CsM1.4— Mean— B i i c
MPIM— CoSM3— plankton and the release of nutrients during DOM dece

- Hence, the bacterial loop, which recycles nutrients to tl
food web by bacterial consumption of DOM and nutrier
release by bacteria and grazing of bacteria by zooplankt:
L is implicitly described. In the CSM1.4 model, that feature
. L only one biomass pool, the e-ratio is fixed to 0.3. In tF

16 = MPIM model, the annual-mean e-ratio shows a small spat
7 r variability around a value of 0.2 (Fi@b,e). In the CCSM3

15 1900 1950 2000 2050 2100 model the Spatial Varlablllty is Only Sllghtly Iarger and the €
Year (AD) ratio ranges from 0.05 to 0.3 (Fi§c, f). In the IPSL, the

1 1 1 1 1 1 1

e-ratio is low in mid- and low-latitude regions, intermedi
CCSM3: ate in the Southern Ocean, North Pacific and North Atlant
Slope = -0.23 |- and high in the Arctic (Fig3d). The spatial variability in

07 f=048 i the CCSM3 and IPSL models are driven mainly by phytc
. _1: : plankton community. Both models assume higher export f
S S R C e SR L diatom production and with more diatom production at hig
g 24 T N S latitudes the e-ratio increases. Followibaws et al.(2000,
a4 N T L we compare the simulated e-ratio as a function of SST wi
5 34 Slope = -0.60 | field data from a few sites (FigBa, b, c). The regression
- N R'=0.85 - slope found for the IPSL modeH0.0097°C~1) is some-
-4+ PSL: DN + what lower than the slope of the field dataQ.0198°C1)
. Slope = -1.35 r but covers most of the data points, whereas the MPIM a
-5 R’= 0.95 F CCSM3 models don't capture the observational range in t

— & " 1 7 3 T T 1 e-ratio. We note, however, that there are cold, iron-limite
ASAT (°C) sites in the Southern Ocean that differ significantly from tt
regression line fitted to the data from the few sites select
Fig. 1. (a) Global annual mean primary production (F%rg) by Laws et aI.(ZOOQ. There is almost no correlation be-
and (b) sea surface temperature (SST) simulated by the IPSL  tween the e-ratio and PP, consistent with observation-ba:
(black), MPIM (red), CSM1.4 (green), and CCSM3 (blue) models estimates. Only the e-ratio in the CCSM3 model seems to
for the period 1860-2100 under SRES A2. The cyan curve indi-slightly biased towards higher values at locations with hic
cates the weighted mean PP derived from the regional skill score®P,
of the four models(c) APP as a function of changes in global mean Despite the deficiencies of individual models, the mot
surface air temperature (SAT) for the same models and time periodg|s 35 3 class represent the pertinent features of the satel
based observations such as a low PP in the oligotrophic gy
and the southern high latitudes (all models), high PP featu
model clearly overestimates PP in the eastern tropical Pain the North Atlantic (CSM1.4, IPSL, CCSM3), in the Nortt
cific. The skill of individual models to represent the satellite- Pacific (IPSL, CCSM3), around 3@ to 50 S (CSM1.4,
based PP field is rather low with correlations between mod4PSL, CCSM3), and in the equatorial and eastern bour
eled and satellite-based fields of less than 0.6 (). The  ary upwelling systems. Other reproduced features are
errors in the simulated PP fields reflect both deficiencies inhigh seasonal variability in the North Atlantic and in soutt
the simulated physical fields and in the representation ofern intermediate latitudes (all), the low seasonal variabili
ecosystem processes in the coupled AOGCM. Results fronaround the equator (CSM1.4) and in mid latitudes (all), ar
ocean only models with prescribed surface forcing comparehe correlation of temperature and stratification with PP «
typically better with observation-based estimates.We recalthe interannual time scales for the low-latitude, permanen
that the satellite-derived estimates have uncertain@zsr  stratified ocean (IPSL) or the Nino3 region (IPSL, CSM1.4
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SeaWiFS

PP'(mgC'lmZIda'y) ) ) ‘ ‘ AP;’(mgé/mzldéy)
0 150 300 450 600 750 -400 -100 -25 0 25 100 400

Fig. 2. Productivity (left) and projected changes by 2090-2099 (right). Vertically integrated annual mean primary productim@%gi)?,
derived from ocean colqa) (SeaWiFSBehrenfeld et a).2006 Behrenfeld and Falkowski997h and simulated by IPS(c), MPIM (e),
CSM1.4(g), and CCSM3(i) under preindustrial conditions (decadal mean 1860-1869). Dashed lines indicate the transects throt
Atlantic and Pacific analyzed in this study. The Taylor diag(ajrshows the correspondence between model results and the satellite-k
estimates Taylor, 200). In this diagram the polar coordinates represent the correlation coeffiRi¢pdlar angle) and the normalized
standard deviatioamegel/oops (fadius). Paneld, f, h, andj show the projected changes by the end of the 21st century under SRES A!

the four models. The changes are shown on an exponential scale and represent the difference between 2090-2099 and 186018
means).
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IPSL _MPIM CCSM3
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Fig. 3. Export ratio (e-ratio; EP:PP) simulated by the IPSL (left), MPIM (middle), and CCSM3 (right) models. The preindustrial (de
mean 1860-1869) e-ratio is shown as a function of sea surface tempédgatbrec) Each point represents one grid cell and the colo
indicate low (blue; 10-150 mg Cfday), medium (green; 150-450 mg Ciiay), and high (red:>450 mg C/n#/day) PP. Circles show
field data (cfLaws et al, 200Q Fig. 4) for the following locations: BATS (B), HOT and Arabian Sea (H), NABE (N), Peru-normal (1), Pe
El Nifio (2), EqPac-normal (3), EqPac-Elii (4), Ross Sea (R), Station-P (P), and Greenland polynya (G). The straight solid lines inc
the linear regression for IPSl:{ = 0.58, slope=0.0097), MPIM ¢2 = 0.21, slope=0.0010), and CCSMB82(= 0.28, slope=-0.0021),
while the dashed line indicates the regression of the field data selecteaisyet al.(2000 (-2 = 0.86, slope=0.0198). Maps show the
simulated e-ratio under preindustrial conditidds e, f) and the projected changes by the end of the 21st century under SRES A\2).
Where PP is below a minimum threshold of 10 mg €/tiay the e-ratio is not shown. In the CSM1.4 model the e-ratio is fixed at 0.3 ¢
not shown in this figure.

This comparison with satellite-derived and in-situ estimates7% (1.9 GtClyr), respectively. The CCSM3 model, whic
allows us to continue with some confidence as well as withyields the highest PP, projects the smallest reduction of -
caution to the discussion of 21st century projections. (1.0GtClyr). Despite these small changes on the glot

scale, the CCSM3 model shows local changes of the sa

All four models show a reduction in the globally inte- o 4o of magnitude as the other models, but these chan
grated annual mean PP in the simulations from 1860 AD 10,4 to cancel out to some extent.

2100 AD under SRES A2 (Fid., Tablel). The IPSL model

shows the biggest changes. In that model PP declines by The projected PP decrease by the end of the century
4.6 GtClyr by the end of this century, which is a reduction pends on the magnitude of the projected climate chan
of the simulated preindustrial PP by 13%. The MPIM and and thus on the climate sensitivity of the models. A line:
CSM1.4 models show reductions of 10% (2.3 GtC/yr) andregression between global PP and global mean surface
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temperature is used to normalize PP changes with respeds$ simulated in the IPSL model; cooler temperatures are oft
to climate change in order to account for the different cli- associated with higher nutrient concentrations which tend
mate sensitivities of the models (Fitg). This yields a slope, favor a higher e-ratio, consistent with the observation-bas
i.e., the global PP decrease pérwarming, of 1.4 Gt C yr! slope of e-ratio versus temperature (R3g). Large negative
°C~1 for the IPSL model, but only 0.6 Gt Cyt °C~? for changes in the e-ratio of up to 0.25 are simulated at the b
the MPIM and CSM1.4 models and 0.2 Gt Cyr°C~1 for der of highly productive regions where PP decreases frc
CCSMa. moderate to low values (e.g. at the edge of the subtropi
We identify a number of regions with large reductions gyres, (Fig.3d, g). The reasons for this decoupling of PI
(more than 50mg Créday 1) in PP (Fig.2). These cor- and EP in the IPSL model are a shift from diatoms and zo
respond to high PP areas. A large reduction in PP is found irplankton to the smaller nanophytoplankton and the increas
the North Atlantic in the IPSL, CSM1.4, and CCSM3 mod- recycling of nutrients and carbon in the surface oc&uopp
els, around 35S in the Pacific in the IPSL and less pro- etal, 20095.
nounced in the CSM1.4, in the upwelling regions off Africa
in all models and in the equatorial Pacific in the MPIM and 3.2 Mechanisms of long term shifts in PP under climate
IPSL model. These reductions are qualitatively consistent change
across three out of the four models with the obvious caveat o o ) )
that no major reductions can be expected in regions where af-2-1  Attribution of PP changes to individual drivers in
individual model fails to simulate a significant preindustrial the CSM1.4 model
PP (e.g. MPIM outside the equator, CSM1.4 in the equatorial

Pacific). An exception is the_moderate Increase in PP SIM limate change, we first focus on the NCAR CSM1.4-carb
ulated by the CCSM3 model in parts of the tropical Pacific. ; : .
results. This model features the simplest formulations f

Consistent moderate increases in PP are simulated in the high . . .
. gulologlcal production among the four models. PP is dete

latitude Southern Ocean (all models) and around Svalbar tined by the product PR Fy - F; - Fy - B (Eq. 2), where

indicating that the high PP zone in the North Atlantic is mov- y the p N R T d- ),

. . . . . the first three factors represent nutrient, light, and tempe
ing northward with climate warming and sea ice retreat. Anture limitation andB is a biomass proxv derived from phos.
increase in PP is simulated in the Pacific north of MGn proxy P

the IPSL, CSM1.4, and CCSM3 models. We note that sea?;c"’t‘;ersa?gi 'rgg_%c;”gifggtf‘t'oir“esla I:ee rr;'aattl'\‘/’: gﬁ::ggs " g‘l
ice extent is unrealistically high in this area in the CSM1.4 9: vy 9

. (Fig. 4e). Light availability is tied to the mixed layer deptt
model Steinacher et 312009 Weatherly et a].1998. In nd sea ice fraction in the CSM1.4 model. It increases wh

summary, the model reSL_JIts s_uggest that PP W”.l be reduceﬁle mixed layer depth (MLD) exceeds 75 m. This unrealist
In most equatorial and mid-latitude regions and in the Northfeature affects light limitation in the South Pacific (increase

Atlantic, and moderately enhanced in polar regions. : S . :
Climate change migh); not only affecrz PP bugi also EP andMLD/hght availability) around 48 S and in a number of grid

the relative contribution of new{e) and req’/cled# 176)’ cells in the North Atlantic. We recall that the biomass prox

production. In the MPIM and CCSM3 models, the e-ratio corresponds to the phosphate or (scaled) iron concentrai

. . . . (which ever is smaller) and thus directly represents nutrie
remains spatially relatively uniform and shows almost no

. . . . . - concentrations.
change during the simulation (Fige, h, , i), much like The biomass proxy decreases in most areas of the wc
in the simpler CSM1.4 model, where the e-ratio is fixed at proxy

0.3. Thus, the relative reduction in EP follows closely the re-0c€an (Figad). This can be attributed to a more efficient uti

duction in PP in these three models. The e-ratio in the IPSLtiZ;E'SOCVg];knL(Jg'eg; tl:;]g?re?gbg:)\gj? r'Tr Q%ﬁesrfgl:]gd\]?qz“
model shows distinct regional changes by the end of this cen: 9 :

try (Fig. 3¢). On global average, the (PP-weighted) e-ratiozom' Reduced nutrient concentrations in combination wit

. . S . reduced export are indicative of reduced nutrient input fro
declines. Correspondingly, the reduction in EP is larger thaq R . .
in PP; EP declines by 20% and PP by 13% over the simula—h? t.hermocllne |.nto the mixed layer. Such.condmons pr
tion périod vail in the Atlantic between 205 and 65N, in the west-

. . . . . ern part of the Indian Ocean, and around RGand 35 S in
Turning to regional changes in the e-ratio, we find

2. . . . .~ the Pacific between 18@& and 140W. PP shows little or

both positive and negative changes in the IPSL simulation : . .
. L ; . . no response to climate change in the tropical and subtro

(Fig. 3g). The attribution of simulated changes in the e-ratio o - .

) - . . cal Pacific, where PP is low due to an unrealistically stror

is generally difficult as the set of equations describing PP.

and EP is complex and non-linear. Positive deviations in thelrOn limitation. On the other hand, sea ice retreat and warl

. L . - . ng in the Arctic alleviate the strong limitations by light anc
e-ratio, e.g. as found in high-productive upwelling regions - S .
. . e temperature and enhance Arctic PP. Similarly, a reducti

off South America and Africa, are small and difficult to as-

cribe to a forcing factor. The shifts to higher e-ratios south ofi" temperature limitation boosts PP around Antarctica in tl

Greenland and north of the Ross sea appear to be linked to thnémdel'

fact that these are the only two regions were a slight cooling

In order to identify links between long term shifts in PP an
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(a) Nutrients (b) Light & MLD
+75% 5

80°N- +75%

+55% fX +55%

40°N+ +35% +35%
+15% +15%

0° 0 0
-15% -15%
-35% -35%

40°S- 4

-55% -55%
-75% -75%
80°N-& +75% - +75%
+55% LF +55%
40°N- +35% +35%
+15% +15%

0 0

-15% -15%

-35% -35%
-55% -55%

-75% -75%

Fig. 4. Long-term changes in PP limitation by nutrie, light (b), and temperaturée) simulated by the CSM1.4 model. In the CSM1.¢
model, these factors, together with changes in the biomass dyxgietermine the changes in R®. Panels (a-e) show relative change
in percent from preindustrial (average 1860-1869) to projected future conditions under SRES A2 (average 2090-2099). Positiv
indicate changes that enhance PP, negative values indicate changes that tend to reduce PP. All values are averaged over the co
depth (75m), where all of the production is restricted to occur. The light limitation factor (b) also accounts for changes in mixec

depth(f).

In the North Atlantic, where the largest PP changes occurPP in some areas in the Indian Ocean, around Australia,
the PP decrease is dominated by a decrease in the biomassthe South Atlantic around 2% can mainly be attributed
proxy. Nutrients are used up more efficiently, and PP de-to an increased nutrient supply due to stronger upwelling.
creases likely in response to less surface-to-deep exchange
which is linked to a reduction in the North Atlantic thermo-
haline circulation Frolicher et al, 2009 and a reduced deep
wintertime convection. The model also simulates an increa
in light limitation, mainly caused by the decrease in mixed . R .
layer depth, and a somewhat stronger limitation by iron insurfa_ge IS expected n climate _change scenarios as surl
the east and by phosphate in the west. The slight increase i tratlflcgtlon tends to Increase in response to warming &

reshening. Next, we will investigate changes in physic

"In conclusion, PP changes in the CSM1.4 model are tigh
linked to changes in nutrient input into the euphotic zone
S&ombination with an alleviation of light and temperature lim
itations in high latitudes. A reduced nutrient input into th
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Fig. 5. Long-term trends of PP, EP and related properties simulated by the IPSL, MPIM, CSM1.4, and CCSM3 models under SRES A
panel shows the projected changes of one property with respect to preindustrial conditions (average 2090-2099 minus average 1¢
for the following regions: Global oceans (black), Southern Ocean (green; south 8) 4%ermanently stratified, low-latitude oceans (blu¢
annual mean SS*15°C), low-latitude oceans (red; 30I—-3C° S), low-latitude Pacific (black, 30N-30° S), North Atlantic (gray; 3ON—
80° N), and Arctic Ocean (yellow). The properties are vertically integrated PP, POC export (EP), surface temperature (SST, avera
top 75 m), stratification (STRAT), short wave heat flux (QSW) at the surface, mixed layer depth (MLD), and surface nutrient concen
(POy, Fe, NG;; averaged over top 75m). N@Gs not available for the CSM1.4 model.

factors such as stratification and upwelling as well as in nu-3.2.2 Basin-scale changes in productivity, physical
trient availability and their link to PP for all four models. properties, and nutrient concentrations

There is a surprisingly good overall consistency in projectt
trends among the models on the basin-scale and for a rang
variables. Figur® shows projected changes in selected lar
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regions for PP, EP, related physical properties, and nutrient In the Arctic Ocean, light availability in the surface ocea
concentrations for all four models. This comparison betweeris strongly enhanced in all models due to sea ice retreat. 1
changes in PP and in potential drivers is indicative of un-annual mean sea ice cover in the Arctic is reduced by 3z
derlying mechanisms, albeit it does not allow for a stringent(IPSL), 25% (MPIM), 23% (CSM1.4) and 20% (CCSM3
attribution as done in the previous section for the CSM1.4with respect to preindustrial conditions. This leads, togeth
model. Overall, the results are qualitatively consistent acrossvith an increase in SST and MLD, to a strong increase
models and regions. PP, EP, MLD, and surface nutrient conPP and EP in the MPIM (+130%), CSM1.4 (+215%), an
centrations are projected to decrease in all models and in al€CSM3 (+150% for PP; +200% for EP) simulations, de
most all regions, while sea surface temperature (SST) andpite the strong (+90% in CSM1.4; +80% in CCSM3) an
stratification increase. Next, we will show that the mecha-moderate (+20% in MPIM) increase in stratification and re¢
nisms identified for the CSM1.4 model are also key for theduced surface nutrient concentrations. Although insolatis
productivity changes in the IPSL, MPIM, and CCSM3 mod- and SST increase also strongly in IPSL, this model shows
els. Namely, we find that a reduced nutrient input relatedopposite response in PP and EP. This can be explained wi
to enhanced stratification, reduced MLD, and a slowed cir-strong increase in stratification of about 90% and the redt
culation tends to decrease PP and EP under transient glob&ibn in MLD and surface macro-nutrients of 50—-70%.
warming not only in the CSM1.4, but also in the other three The increase in surface iron concentration simulated
models. the IPSL model (20% in the global mean) is a consequer
All models exhibit pronounced changes in MLD and strat- of the parametrization of the elemental ratio in phytoplan!
ification in the North Atlantic, which transform to strong re- ton. The ratio between carbon and nitrogen or phosphol
ductions in surface macro-nutrient concentrations. Conseis kept constant. In contrast, the iron-to-carbon ratio of ph
guently, PP and EP decrease in the IPSL and CSM1.4 model®plankton is assumed to decrease with increasing nutri
by about 40% and 30%, respectively. In the CCSM3 model,(and light) limitation. Consequently, lower macro-nutrier
PP is reduced by 13% and EP by 23%. In the MPIM model,concentrations in the euphotic zone lead to a relatively low
preindustrial PP in the North Atlantic is unrealistically small uptake of iron compared to other nutrients by plankton and
due to too strong iron limitation and the 21st century reduc-a lower iron-to-carbon ratio in organic material. In turn, les
tion in PP is thus small as well. iron is exported out of the euphotic zone and iron concenti
All models show an increase in stratification and a de-tions increase, while macro-nutrient concentrations decree
crease in MLD and macro-nutrients in the stratified oceanin the IPSL model, surface iron concentrations are restorec
(SST> 15°C). We again link this tentatively to a reduced a minimum value of 0.01 nM. This influences the interannu
nutrient input into the euphotic zone under global warming. variability in PP Schneider et al2008. However, this po-
Productivity and export decrease accordingly in all models. tential artificial iron source does not contribute significantl
In the Southern Ocean<@5® S), relative PP trends are to the long-term trend in surface iron because, first, the nu
smaller than in other regions and vary in sign between dif-ber of grid cells and months where iron is restored is reduc
ferent regions within the Southern Ocean. Changes that faduring the simulation, and second, these regions do not c
vor production, such as increased SST and light, and changegspond to the regions where large changes in surface i
that tend to reduce production, such as reduced nutrient inare simulated. In the CCSM3 model, the iron-to-carbon r
put, balance to some extent on the regional average. In théo is also variable but this has only a small effect on surfa
IPSL, CSM1.4, and CCSM3 simulations, PP increases on aviron concentrations. In the CSM1.4 and MPIM model, th
erage, while MPIM shows a decrease of about 5%, whichiron-to-carbon and other elemental ratios are constant. G
is probably linked to the very strong decrease in MLD. The erally, surface iron tends to increase in regions with subste
CCSMS3 model projects a relatively large PP increase aroundial aeolian iron input and increased stratification or reduc
40° S which results from the combination of a moderate to mixed layer depth, whereas it tends to decrease in para
strong increase in SST and a reduction in nutrient limitationwith macro-nutrient concentrations in the surface ocean
in some areas in that region. To some extent, this feature isegions with little iron input. This leads to an increase i
also present in the CSM1.4 and IPSL simulations. global mean surface iron of 4% in the CCSM3 model, whil
There are also some qualitative inconsistencies in pro-CSM1.4 and MPIM project a slight decrease of about 29
jected trends between models. Most notable are the followdn contrast to the IPSL model, these three models all proje
ing three. (1) IPSL simulates a decrease in PP and EP in tha decrease in surface iron in the Southern Ocean and in
Arctic Ocean, in contrast to MPIM, CSM1.4, and CCSM3 Arctic.
that project an increase (Fi§). (2) Surface iron concen- Nutrient and light limitation factors are output variables c
tration is projected to increase in all regions in IPSL and onthe CCSM3 model and therefore allow the direct attributic
global average in CCSM3, while MPIM and CSM1.4 project of changes in PP to changes in these factors. The PP incre
a decrease in most regions (F&j. (3) CCSM3 projects an  projected by the CCSM3 model in the central Pacific b
increase in PP in the central Pacific betweeh3@nd 20 N tween 10 S and 20N is a result of a strong increase in SS”
(Fig. 2), whereas the other models simulate a decrease.  and a slight reduction of iron limitation in combination witr
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Fig. 6. Linear correlation between vertically integrated annual mean PP and surface temperature (SST), stratification index (SERA
Fe, mixed layer depth (MLD), and light (QSW) for the IPSL, MPIM, CSM1.4, and CCSM3 models (columns from left to right).
regression has been calculated for simulated annual mean values in each grid cell from 1860 to 2100 (SRES A2), &8ITFE@re
averaged over top 75m depth. Normalized regression slapRB{mgC/m? day| per relative change of SST, STRAT, PO4, Fe, MLD, an
QSW in percent) are shown wheR® > 0.1. Areas whereR? < 0.5 are shaded.
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Fig. 7. Long-term trends of PP, EP and related properties simulate
by the IPSL (black), MPIM (red), CSM1.4 (green), and CCSM3R
(blue) models under SRES A2 for a transect through the Atlantic
that covers major productivity features (dashed lines inFge, g,

i). Changes in vertical velocityW) are shown in addition to the . .
parameters displayed in Fi. 3.2.3 Local correlations between changes in PP and po-

tential drivers

dFig. 8. Same as Figr but for a transect through the Pacific (dashe
lines in Fig.2c, e, g, i).

almost no change in macronutrient limitation and a moder-In this section, we address to which extent the features idel
ate increase in light limitation. In this region, p@nd NG fied on the basin-scale are also evident on the local scale.
concentrations are reduced in response to large changes @orrelate simulated changes in annual mean PP with ann
stratification and MLD and increased export, but they remainmean changes in SST, stratification, MLD, and shortwave |
relatively high and PP limitation by macronutrients remains diation, as well as with phosphate and iron for each sing
small. In contrast, a similar reduction in macronutrients leadsgrid cell (Fig.6) and compare projected changes along tw
to a significant increase in nutrient limitation around¢ 8)  transects through the Atlantic (and Arctic), and the Pacil
and consequently to a pronounced reduction in PP. We notéFigs. 7 and8). The transects, indicated in Fig, are se-
that the model overestimates present-day phosphate concelected to cover major PP features in the two basins. The
trations in the Pacific south of 40! and that PP is too high sults tend to confirm the findings from the two previous se
in the eastern tropical and subtropical Pacific. Thus, the simtions, although the links between stratification, mixed lay:
ulated macronutrient limitation might be too weak and the depth and macro-nutrient concentrations are often somew
projected PP too high in this region. We also note that despit@bscured on the grid cell scale as evidenced by the small
the moderate PP increase in the central equatorial Pacific, Pgression coefficientk?) found for many cells.
decreases slightly by 0.4% when averaged over the Pacific In the IPSL simulation, the PP decrease in the Pacif
between 30S and 30 N. North Atlantic and Indian Ocean correlates with enhanct
stratification and decreased surface phosphate concentrat
(Fig. 6). Changes in MLD correlate only weakly with PF
trends; only in the North Atlantic and south-eastern P
cific are some relevant correlations found. Surface irc
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concentrations correlate positively with PP because surfacenodel, and in parts of the Southern Ocean in all four mode
iron increases almost everywhere in the IPSL simulation.Globally, the first regime is most important and global P
Correlations for EP are similar (not shown). and EP decreases in our 21st century global warming sin
The MPIM model shows generally weak correlations, lations.
which can be explained with the strong iron limitation in
that model. Under present climate conditions, PP is iron-3.3 A weighted multi-model mean of projected PP
limited in all regions except the tropical Atlanti§¢hneider changes
et al, 2009. Because surface iron concentrations decrease
only slightly in most regions, no significant correlations are In the previous sections, it is shown that the models as
found. Exceptions are the low and mid latitudes of the Pa-class represent most of the pertinent features also seen in
cific, where surface iron concentrations decrease by abougatellite-based PP estimates and that the underlying me
20% and correlations of PP changes are found with surfac@nisms for changes in PP are broadly consistent across
iron (mainly in the subtropical gyres). Also, the PP decreasg’ange of models. However, individual models clearly fail t
in the western tropical Pacific correlates with increased stratfepresent certain regional features.
ification and reduced MLD. The challenge is to combine the information from se\
In the CSM1.4 simulation, increased stratification corre-éeral models into a quantitative projection. In the assessme
lates to some extent with reduced PP and EP in the tropicadf the Intergovernmental Panel on Climate Change this f
and southern Pacific, as well as in the North Atlantic. Thisbeen achieved by averaging the results from individual mc
model shows a stronger correlation between PP and MLDels Meehl et al, 2007). In this way, each model, whether
than the other three. The latter may be an artifact of theskillful or not, is given equal weight. Obviously, such a
model formulation for light limitation. Significant positive approach is less than ideal as unrealistic features of a par
correlations are found in the North Atlantic, North Pacific, ular model influence the multi-model mean. For example,
and in the Southern Ocean. Reduced surface nutrient cortne of the models simulates rainfall in a desert region, t
centrations mainly correlate where the respective nutrient ignulti-model mean will also show rainfall in the desert. Al
limiting; POy in the low- and mid-latitude Atlantic and in alternative would be to rely on the model with the best ski
the northern Indian Ocean, iron in the Pacific and southerrscore with respect to suitable observations. However, tl
Indian. seems also less than ideal as each model has certain w
In the CCSM3 simulation, increased SST, enhanced stratnesses and useful information from the other models is lo
ification and reduced surface phosphate correlate with reHere, we suggest the use of regional skill scores as weight:
duced PP and EP in the tropical and North Atlantic, in the compute a “best” or “optimal” estimate of projected change
Pacific around 30N, and in the northern part of the Indian The goal is to take advantage of the skill of individual moc
Ocean. There is almost no significant correlation betweerels in simulating regional features and to exclude or minimi:
changes in MLD and PP. Enhanced PP at high latitudes anthe influence of regional results where a model is in confli
to some extent also in the tropical Indian and Atlantic corre-with observational evidence.
lates with increased light availability. Technically, the multi-model mean is computed followins
In conclusion the multi-model analysis confirms important the skill score metric developed [yylor (2001). For each
conclusions obtained by attributing changes in PP and EP tenodelm and grid cell at coordinates, () a skill score
individual drivers in the CSM1.4 model. We identify two dif-
ferent regimes for PP and EP changes in all models. First, g, . — 20+ Rij) 3)
decrease in the concentrations of the limiting nutrientincom- *  (07,j +1/0; j)?
bination with a decrease in EP is indicative of reduced nutri-.

entinput from the thermocline into the mixed layer. This first 'S;arllfgéaz%drr'e(a!g:’] fggf?g-ﬁeggt&éé r:Str:QesadtleSItligck?e-ls
regime is dominant in the low- and mid-latitude ocean and in"" '9 : ot W e

the North Atlantic in all four models and in the Arctic for estimates (Péag) and the simulated PP (7Paverage 1998

the IPSL model. This regime is for example indicated by thezoci.S) 3“3‘7’% IS Ehedcogedqun?mg ?tanda[)d dewf}tlon n‘I(')I
positive slope between productivity (PP and EP) and limiting "2/ 2€¢ by e standard deviation of the observations.
nutrient (yellow and red color in the panels for Pahd Fe in metric penalizes models that have normalized standard

Fig. 6) and the negative slope between PP and stratificatioﬁ”'s‘tlonS either greater than or less than one by reduci

(blue color in the STRAT panel of Fi§) in areas where pro- ;he Sk”.l schJrg. The v¥e|g?ts are calculated using a tw
ductivity is decreasing. For the second regime, an alleviation Imensional Gaussian function

of light and temperature limitation leads to an increase in PP { <(x —xi )2 -y j)z) }

and EP, while PP and EP is fueled by a sustained or evem (x,y); ; = exp

2 2
increased nutrient input into the euphotic zone. This sec- 2p 2p

ond regime is found in the Arctic in the CSM1.4 and MPIM A(x,y) @)
model, to some extent in the tropical Pacific in the CCSM3 YAy
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IPSL skill score

'MPIM skill score

CCSM3 skill score

Dominant model

MPIM CSM1.4 CCSM3

IPSL

Fig. 9. Regional skill scores showing the ability of the IP&), MPIM (b), CSM1.4(c), and CCSM3Jd) models to reproduce the satellite-
based estimates of PP. Pafe) shows which model has the highest skill score at a specific point and therefore dominates the skill
weighted multi-model mean shown in Fit0Q. The dotted areas indicate regions where the contribution of the model with the highest
score to the multi-model mean is less than 40%.

wherex; ; andy; ; are the longitude and latitude of the grid Where no observation-based data is available to calculat
cell (4, j), A(x,y) is the area of the grid cell at coordinates skill score (e.g. in the Arctic) the model results are averag
(x,y), andp = 10° characterizes the width of the distribution using equal weights.

(the distance at which the weight has decreased from one The above skill score metric emphasizes pattern simila
to 1/4/e). We note that the results are not sensitive to theties, but does not penalize offsets between the mean of
exact choice op. The multi-model mean then is calculated fields. Therefore, we also investigate an alternative metr

in proportion to these regional skill scores (Fdg—c): E, based on mean square errors:
PR, =3 mii_pp, 5  Emij=D we.)i (PR, y) —PPu(x,))? ®
o Sy oy
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Fig. 10. (a)Multi-model mean of vertically integrated annual mean PP under preindustrial conditions (decadal mean 1860-18¢
(b) projected changes by the end of the 21st century under SRES A2. The changes are shown on an exponential scale and ref
difference between 2090-2099 and 1860-1869 (decadal means). The multi-model means have been computed by using the rec
scores shown in Fi@ as weights. The dotted areas indicate that none of the regional skill scores is higher than 0.5. Where no obse
based data is available to calculate skill scores (e.g. in the Arctic) the arithmetic mean of the model results is shown.

The weightsw(x,y); ; used here are the same as given captures best the magnitude and pattern of PP arouh@.4C
above. The multi-model mean with this second metric is cal-Therefore these models dominate the mean in those regi

culated as (Fig.9d), and all these features are present in the multi-moc
-1l mean (Fig.10a). There remain weaknesses. All models ul

PPE, = "% PR, ;. (7)  derestimate PP in the Arabian Sea and off the west coas
e Dm EL i North America. Consequently, the multi-model mean als

In addition, we have computed the arithmetic mean fromMmisses these features. Overall, this method improves
all models (P9 as well as the mean obtained by weight- Multi-model mean significantly compared to simpler avera
ing individual models with their globals(= cc) skill score  ing methods (Tablé).
(PPylob). Regional skill scores are applied to calculate the mul
Next, global skill scores Sgon) and global root mean model mean of preindustrial PP a_nd of the projected_ chang
square errors (RMSE) are computed for the individual modelPy the end of the 21st century (Fig0) and as a function of
results and for the multi-model fields obtained by the four the global mean surface air temperature (§4 Fig. 11d).
different averaging methods (Tatle The global skill score ~ The globally integrated annual mean PP decreases fr
for the first field (PP) is considerably higher than for the 37.1GtCyr? (preindustrial) to 33.0 Gt Cyr* by 2100 AD
others. All averaging methods result in a lower global skill (—2.9 Gt Cyr*; —8%) for the multi-model mean (Fid,
score than that of the two best models (IPSL and CCSM3)Tablel). Large decreases in PP are projected for the Noi
However' the RMSE is lower for the ﬁme|d than for each Atlantic, off the coast of Africa in the South Atlantic, in the
individual model and for the other multi-model fields. In the Pacific around the equator and around,3nd in the north-
following, we discuss results from this metric only. We note €rn part of the Indian Ocean; a slight increase in PP is fou
that differences in the results obtained by the first two metricdn the Southern Ocean and in the Arctic (FIgb). Calculat-
(PP and PP) are generally small. ing the mean by 2100 has the disadvantage that PP char
This skill score method accounts for the different skills are merged that correspond to different temperature chan
of the models at reproducing regiona| features of the satel@S the models have different climate sensitivities. One way
lite based estimates, while not degrading the overall skill inavoid this is to calculate the regression sl@geP/ASATgion
representing the satellite-based field compared to the best irfor each grid cell (Figlla—c) as done for the global PP ir
dividual model. For example, the CSM1.4 model reproduces™ig- 1c. The patterns of the resulting PP change per cer
the high PP tongue around %R in the North Atlantic. The grade SAT increase are broadly consistent with the patte
IPSL model captures most of the high PP features along th&f the projected PP change by 2100.
coasts of South America and Africa. The MPIM model has
a high skill in the central Pacific and the most realistic latitu-
dinal extension of the equatorial PP belt, while the CCSM3
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Fig. 11. Projected changes in vertically integrated annual mean primary production for a nominal increase in global mean sur
temperature (SAdjop) of 1°C. The panels show the slopePP/ASATgqp at each grid cell for the IPS(a), MPIM (b), CSM1.4(c), and
CCSM3(d) models. The multi-model mege) is the weighted mean (based on regional skill scores) of the individual slopes. The ¢
code is on an exponential scale and changes are calculated from a linear regression of annual mean values over the period 1860-2
whereR? < 0.1 are shaded in panels (a—d).

3.4 Changes in the seasonal cycle In the global zonal mean, the seasonal amplitude
projected to decrease everywhere in the IPSL simulatic
One aspect of the simulations to explore is how the seasonalargest reductions of about 200 mgCday ! can be
cycle and interannual variability are modified under global found at 40 N—7C° N, where the reduction is clearly distin-
warming. Here, we compare the simulated maximum seaguishable from preindustrial interannual variability. Furthe
sonal PP amplitudes (annual maximum minus annual minia marked reduction is found at low latitudes around-20
mum) and their interannual variations for the decades 18603 and in the Arctic Ocean north of 88. The reduction

1869 and 2090-2099 along the two sections in the Atlanticin the north is linked to a large reduction in PP in the Al
an_d the Pacific shown in Fig.and for the global zonal mean  |antic between 30N and 60 N from April to July and in the
(Fig. 12). Pacific between 53\ and 70 N from April to September

www.biogeosciences.net/7/979/2010/ Biogeosciences, 7,190%-2010



88 3. PROJECTED DECREASE IN MARINE PRODUCTIVITY

998 M. Steinacher et al.: Projected decrease in marine producti
psL . omPM .. . ¢csMig . . ccsm3
Froo] = pezme s o) ] e
< Fo Fo i e
D 1200 12004 1200 - E
5} =
3 re
g 800 b 800 b 800 LR
£ E
£ 400 F 4004 F 400 ro
s | O

w
153
3
3

3000 3000 3000

2000 2000 2000

10004 10004 1000

PP amplitude (mgC/m2/day)
g
S
Atlantic section

o
S
3
3
L
o

=
>
3
3

16004 1600 1600

12004 12004 12004 1200

4 ' t 800 t 800 t 800 t
— t 400 t 400 t 400 \—
80°S 40°s 40°N 80°N

T 00— ¥ T T T T
80°S 40°S 40°N 80°N 80°S 40°S 40°N 80°N 80°S 40°s 40°N 80°N

@
g
Pacific section

IS
S
3

PP amplitude (mgC/m2/day)

0° 0° 0° 0°
Latitude Latitude Latitude Latitude
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decade 1860-1869) and projected by the end of the century (red; decade 2090-2099). Lines indicate the decadal mean and sh

interannual variability£0). Please note that the scale of the vertical axis is different for the Atlantic section.

(not shown). Not only the seasonal amplitude, but also the In the global zonal mean, the seasonal amplitude projec

interannual variability in PP is projected to decrease for mostoy the CCSM3 model decreases betweehid@nd 70 N by

latitudes. about 200mg C m? day 1, broadly consistent with the re-

The zonally averaged seasonal PP amplitude in the MPIMsults of the other models. In the Arctic Ocean the amplituc

simulation is also reduced betweer? R0and 60 S. Largest  increases by about the same amount. A slight increase is ¢

reductions of about 200 mg CTA day ! are located in the found around 45N. The reduction around 860 can be at-

Southern Ocean and around the equator. South©$6thd tributed to changes in the North Atlantic, while the changt

north of 70 N the seasonal amplitude increases, consistenaround 30N are dominated by the Pacific. In the topice

with an increase in PP in these areas. The MPIM model exAtlantic the amplitude tends to be reduced slightly.

hibits a larger interannual variability than the other two mod-  In summary, changes in seasonal cycle amplitude are 1

els, and at most latitudes the projected changes are withimtively small, though there are exceptions. The seasonal ¢

the range of preindustrial interannual variability. Maximum plitude tends to become smaller when overall PP decreas

changes in PP occur from December to February in thenterannual variability in the seasonal amplitude is subste

Southern Ocean and during July/August in the Arctic Oceantial and projected to decrease in two of the four models (IP¢

In the CSM1.4 model the zonally averaged seasonal PRnd CSM1.4).

amplitude is reduced by up to 300 mg C frday ! between

4° N and 60 N. An increase is found north of 80, in

the Southern Ocean (48-60 S), and in the Arctic Ocean. 4 Discussion and conclusions

Changes are small in other regions. The changes in the north

are dominated by the Atlantic where PP is strongly reducedlhe trends in ocean productivity in response to anthr

between 40N and 60 N (March—June) and enhanced be- pogenic climate change have been analyzed with four cc

tween 60 N and 70 N (April-June). pled carbon cycle-climate models that incorporate maril
biogeochemical-ecosystem models of different complexit
The decreasing trend in global net primary production (P
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and particulate organic carbon export (EP) is a robust result, The cycling of iron is quantitatively not well understooc
but relative and absolute magnitudes differ among modelsand difficult to represent in ocean models. It involves a ter
and regions. porally and spatially variable aeolian dust source, sedime

The underlying mechanisms of change are qualitativelysources, as well as complex physical and chemical proces
consistent across the models, except in the Arctic and irsuch as complexation to organic ligands and scavenging
parts of the tropical Pacific. All four models show a con- particles (e.gParekh et aJ.2004. All models in this study
sistent change in physical drivers, surface concentrations ofiave atmospheric iron deposition and the IPSL and CCS!
macro-nutrients, and PP when considering regional averagesodels also have a sediment source. Sensitivity studies v
(Fig. 5). Namely, the models project an increase in sea surthe ocean only model of MPIM showed a decrease in EP
face temperature and stratification in all regions and an in-0.4 GtC in response to a 30% decrease of dust depositior
crease in available light in the Arctic in response to sea icea 2xCO; climate as predicted bilahowald et al.(2006.
retreat. Macro-nutrient concentrations in the euphotic zoneTagliabue et al(2008 found a NPP reduction of about 3%
are projected to decrease in all regions and for all modelsin response to a 60% reduction in iron input from dust i
Two different regimes for change in PP and EP are iden-a 21st century simulation with the IPSL model. Variation
tified, that were already discussed previously in the litera-in the dust input of iron significantly impact nitrogen fix-
ture Bopp et al, 2001, Sarmiento et a).1998. First, all ation, export production, and air-sea £éxchange in the
models indicate a decrease in PP and EP in the low- an€€CSM3 model loore et al, 2006 Moore and Braucher
mid-latitude ocean and in the North Atlantic in response t02008 Doney, et al. 2009). This suggests that there may
reduced nutrient delivery to the surface ocean linked to enbe a significant even though not first order impact on atm
hanced stratification, reduced mixed-layer depth and slowedpheric CQ. The predicted change and even the sign
ocean circulation. This is broadly consistent with earlier pro-change in dust deposition, however, are still highly unce
jections using box models, Earth System Models of Interme-ain and, therefore, dust climatologies were kept constant
diate Complexity or general circulation modetddpper and this study.

De Haan 1995 Maier-Reimer et a).1996 Joos et a].1999 None of the models used here explicitly represents be
Matear and Hirst1999 Plattner et al.2001; Bopp et al, terial pools. The microbial loop describing the energy ar
2002, Fung et al. 2005 Frolicher et al, 2009. Second, light  nutrient flow initiated by bacterial consumption of dissolve
and temperature limitation is reduced in the high-latitude organic matter and grazing by bacterivores is implicitly rej
ocean, whereas nutrient supply remains sufficient to suppontesented in the models. Dissolved organic matter is assun
an increase in PP and EP. This second regime is found in theo decay and released nutrients are then available to fuel g
Arctic in the CSM1.4 and MPIM model and in parts of the ductivity. Three of the models show a lower global PP the
Southern Ocean in all four models. A qualitative difference observation-based estimates and one might be temptec
among models is found in the Arctic, where IPSL projects alink to the low productivity to the missing explicit represen
decrease in PP and EP related to a reduced supply of macreation of bacteria. However, the PP of 49 Gt C ¥simulated
nutrients, whereas CSM1.4, MPIM, and CCSM3 project a PPby the CCSM3 model falls well within the satellite-base
and EP increase due to reduced light and temperature limitarange of 35 to 70 Gt C yr* and the PP of the IPSL model is
tion. In any case, absolute changes in PP in the Arctic andwith 34 Gt C yr ! only slightly lower than the satellite-basec
the Southern Ocean are relatively small in the IPSL, MPIM, range. As already discussed, PP in the MPIM model is t
and CSM1.4 models. An exception is the CCSM3 modelstrongly limited by iron and the simple empirical formulatior
where the PP increase in the Arctic and Southern Ocean isf productivity in the CSM1.4 is biased low by design. Take
of the same order of magnitude as the decrease in the tropidegether, this suggests that the missing explicit representai
and in the North Atlantic. This explains the relatively small of bacteria does not necessarily cause an underestimatio
decrease in PP on the global scale projected by that model. PP.

The models project also a different evolution of iron. The  The formulation of the temperature dependency of grow
MPIM and CSM1.4 models use constant elemental ratios irrates and other processes vary qualitatively and quanti
their production algorithms and consequently surface irontively among the four models. An exponential temper:
concentration are decreasing in parallel with macro-nutrienture dependency is used for growth rates, microzooplanki
concentrations in regions without substantial aeolian iron in-grazing, and POC remineralization in the IPSL and CCSh
put. In the IPSL model, the iron-to-carbon ratio of assimi- models withQ10 values of 1.9 and 2.0, respectively. Thit
lated material is reduced under nutrient stress. As a consds comparable to the temperature dependency for grov
guence, iron concentration increases in the euphotic zone astes proposed b¥ppley (1972 and applied bySchmit-
less iron is exported to depth in the form of organic matter.tner et al.(2008. In contrast, growth rates are temperature
The CCSM3 model also features a variable iron-to-carbonindependent in the MPIM model, thereby assuming that pr
ratio but the effect on surface iron concentrations is rathertoplankton acclimate to local temperature. The temperatt
small and changes are mainly driven by physical processebmitation for productivity in CSM1.4 corresponds formally
such as increased stratification. to a Michaelis-Menton type formulation (E@) and has a
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concave shape in contrast to the exponential-type formulatached to the model that represents an individual regional fi
tions. In other words, the nominal sensitivity of PP to a tem- ture best, whereas little weight is attached to the models tl
perature change is highest at low temperatures in CSM1.4, iffiail to reproduce the regional feature. The regional metri
contrast to CCSM3 and IPSL where the sensitivity of growth quantify the regional performance of each model (Fig.
rates is highest in the warm ocean. Interestingly, global PRFeatures that all models fail to represent as evidenced
is decreasing in all four models under global warming, in low skills can be flagged in the multi-model average. Dit
contrast to the model dchmittner et al(2008. The IPSL  advantages are that suitable target fields have to be defi
model with the highest temperature sensitivity for growth and scale lengths to be determined. The choice of an i
rates and a realistic relationship between the export ratio andual mean climatological field as a target is debatable. A
temperature (Fig3) yields the largest decrease in PP per ditional targets including seasonal or interannual variabili
nominal change in surface temperature (E®. Apparently,  (Santer et a).2009 may be applied. Most preferable woulc
increasing nutrient limitation is more important in regulating be observation-based data that include decadal scale tre
PP on the global scale than the direct temperature effect omwhen evaluating projections of the 21st century. Further, ¢
growth rates in the IPSL model and in the other models ap-approach, as any weighting scheme, is based on the assu
plied here. tion that the relative skill of the model remains about th
Quantitatively, the four models show large differences in same over time. A more fundamental caveat is worth me
regional responses. These are often linked to differencetioning. Each individual model provides an internally consit
in the simulation of the mean PP fields. For example, irontent representation of heat and mass fluxes, nutrient cycli
limitation is too strong in the MPIM in the low and mid- and ecosystem dynamics taking fully into account first ord
latitude ocean and in the CSM1.4 model in the equatorialprinciples such as mass and energy conservation. By us
Pacific. Consequently, PP in these regions is very low forregional weights, regional features from different models a
these models and the projected decrease is also small by neembined to a new global mean field which may lack intern
cessity. Other differences are related to the climate sensieonsistency. We believe that our regional weight approa
tivity of the models. The CSM1.4 model has the smallestis preferable compared to the conventional “one model, o
climate sensitivity and shows a smaller surface warming andsote” approach to generate a multi-model mean projection
smaller changes in low-latitude stratification than the IPSLPP. However, we caution that this might not be the case -
and MPIM model. The comparison between observation-other applications.
based PP estimates and simulated PP &i§chneider et al. Our results are contradictory to the resultsSzrmiento
2008 suggests that it is not advisable to simply average theet al.(2004) on the global scale and in most regions (Hig).
results from the four models as obvious shortcomings of theSarmiento et al(2004 project an increase in global PP by
models would unfavorably influence the multi-model mean0.7 to 8.1% and not a decrease. These authors rely on an
projection. pirical model approach in combination with output for phys
We have applied regional model skill metrics as weights inical variables from AOGCM global warming simulations
the computation of multi-model means. Here, we have usedrhe cycling of nutrients and nutrient concentrations are n
the satellite-based PP estimates (average of annual mean RRplicitly considered. Seven physics-based diagnostics (s
for the period 1998 to 2005) &ehrenfeld et al(2006 as an  face temperature, salinity and density, upwelling and ver
example target against which the performance of individualcal density gradient in the top layers, mixed layer depth, a
models is assessed; in the future it might be useful to comice cover) are used to define 33 biogeographical provinc
pare models to the ensemble of satellite-based reconstruén empirical chlorophyll model, describing chlorophyll as
tions of PP and chlorophyll given their uncertainties. Otheran exponential function of temperature, salinity, mixed lay:
metrics, such as how well the models reproduce current surdepth and growing season length, is fitted to the SeaWi
face nutrient distributions, could be used as additional targetghlorophyll data for each province and used to project 21
(Doney et al. 20093. A scale length is introduced for the century changes in chlorophyll from the AOGCM output
regional skill score calculation that can be adjusted for theFinally, PP is estimated from the chlorophyll concentratic
problem considered. Here, the scale length has been selectéar three different productivity algorithm$Behrenfeld and
to be representative for the spatial scale of marine biogeofalkowskj 1997a Carr, 2002 Marra et al, 2003. This chain
graphical provinces¥10°); the exact choice of the numeri- of models yield an increase in PP almost in the entire oce
cal value is not crucial for our application. The multi-model for the Marra et al. algorithm and, to a lesser extent for tt
mean PP changes are expressed as PP change per a nofarr algorithm, whereas the Behrenfeld and Falkowski alg
nal increase in global mean surface air temperature°@f 1 rithm yields a decrease in PP in low and mid latitudes ai
to account for the different climate sensitivities of the mod- an increase in high-latitudes. Only the projected decrease
els. The use of regional metrics has advantages. It results ilow and mid latitudes with the Behrenfeld and Falkowski a
an improved skill in representing the satellite-based PP fieldgorithm is consistent with this and an earlier analysis wi
compared to a conventional, IPCC-type multi-model averagethe IPSL modelBopp et al, 2001). On the global scale, the
where each model is given equal weight. Most weight is at-increase in PP projected I8armiento et al(2004) is in the
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Fig. 13. Changes in zonally integrated PP under global warming as found with an empirical approach (left; cf. Fi§atriento et a).
2004 and simulated with the mechanistic models IPSL, MPIM, CSM1.4, and CCSM3 (right). In the left panel the productivity is calci
with the three different primary production algorithmsBehrenfeld and FalkowskL997a B&F), Carr(2002, andMarra et al(2003. The
multi-model mean shown in the right panel (cyan) has been calculated using regional skill scores.

range of about 0.2% to 2% per nominal change in surfacePP is projected to decrease in low and mid latitudes wi
air temperature of 2IC for the three algorithms. The corre- the Behrenfeld and Falkowski algorithm and to increase wi
sponding range is-4% to —0.5% for the four models used the Marra et al. algorithm in transient warming scenario
here, whereas the model 8thmittner et al(2008 shows  These discrepancies between algorithms may reflect the «
a more than five times larger sensitivity than inferred by theficulties to separate light and nutrient effects on BEHren-

empirical approach. feld et al, 2008. We note that observation-based changs

What are the reasons for the discrepancies between rdD global chlorophyll and inferred global PP tBehrenfeld
sults from the empirical approach and those from process€t al.(2008 evolve in parallel. Animplicit assumption in the
based climate-biogeochemical-ecosystem models used ifimpirical approach is that the spatial relationship between
this study? A fundamental conceptual difference is thatand physical forcing found for the modern ocean can be ¢
the cycling of nutrients and nutrient availability is explic- Plied to temporal changes into the future. HoweBstinei-
ity considered in the process-based models, whereas nider et al.(2008 find that the relationship between PP an
trient limitation is only implicitly included in the empirical temperature in the low-latitude ocean is different for inte
approach ofSarmiento et al(2004 and the satellite pro- annual variations of the last decades and the century-sc
ductivity algorithms. As nutrients are a key factor for phy- trends in transient warming simulations.
toplankton growth and PP, it appears necessary to take the Process-based models are far from perfeédthfeider
decadal-to-century scale evolution of nutrient cycling into et al, 2008 and their results must be interpreted with sorr
account as done in the process-based models. As discussedution. However, it appears evident from our analysis tr
by Sarmiento et al(2004), projected changes in chlorophyll the cycling of nutrients and changes in the supply to tt
are small for their empirical approach, and their changessurface and in the concentration of nutrients must be re
in PP depend critically on the applied satellite algorithm. istically represented to project changes in PP and EP w
Sarmiento et al(2004 highlight the importance of the as- some realism. What is required for further progress is
sumed relationship between temperature and PP for a giveoombine satellite, field, and laboratory observations, empi
chlorophyll concentration. This temperature sensitivity of PP cal approaches and process-based models to further impr
is very different among the satellite algorithms. For exam-our quantitative understanding. Novel metrics such as (m
ple, PP increases with temperature by a factor of about twdivariate) regional skill scores may prove useful to synthesi
between 18C and 30°C for the Marra et al. algorithm, but results from models and observational studies in a quanti
decreases by a factor of two over the same temperature randwe and transparent way. As far as modeling is concerne
for the Behrenfeld and Falkowski algorithm. Consequently,factorial experiments dedicated to quantify the link betwee
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PP and individual parameters will be helpful to improve the mate change on marine export production, Global Biogeoche
understanding of model behavior and to compare model re- Cycles, 15, 81-99, 2001.

sults with experimental data. Improved parametrizations of8opp, L., Aumont, O., Belviso, S., and Monfray, P.: Potential im
ecosystem processes that take into account emerging resultsPact of climate change on marine dimethyl sulfide emissior

from field and laboratory studies are required to close gaps. 1e/lus B. 55, 11-22, 2003. ,
in understanding. Bopp, L., Aumont, O., Cadule, P., Alvain, S., and Gehlen, M.: R¢

sponse of diatoms distribution to global warming and potenti

) ) implications: a global model study, Geophys. Res. Lett., 32, 1-
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Chapter 4

Coupled carbon cycle-climate
simulations with the Bern3D-LPX
model

4.1 Introduction

The Bern3D-LPX Earth System Model of Intermediate Complexity (EMIC) is applied to
perform a suite of simulations over the last millennium and future projections for differ-
ent scenarios (Table 4.1). Most of these simulations are done in the context of the ‘EMIC
AR5’ project!, a joint effort by several groups, that will become a contribution of the EMIC
modeling community to the 5th Assessment Report (AR5) of IPCC Working Group 1. The
experimental setup follows closely the recommendations of the Paleoclimate Modelling Inter-
comparison Project (PMIP32, Schmidt et al., 2011) and the Coupled Model Intercomparison
Project Phase 5 (CMIP53, Taylor et al., 2009).

The aim of this chapter is to document and validate the model setup and to provide an
overview of main results. A more extensive analysis, including the results from all partici-
pating groups, will be done within the ‘EMIC AR5’ project. In the following, the coupled
Bern3D-LPX model is described in the next section and a detailed description of the newly
implemented land surface albedo model is given. Then, the experimental setup is explained.
In the results section, the new albedo model is validated and the impact on the radiative
forcing is discussed. Then, future projections of global warming, steric sea level rise, and
ocean acidification under the four RCP scenarios are presented. Finally, projected changes in
the carbon cycle and their impacts on allowable emissions and atmospheric CO5 are discussed
for the RCP scenarios as well as for the temperature stabilization scenarios.

4.2 Bern3D-LPX model description

The Bern3D-LPX is an earth system model of intermediate complexity consisting of compo-
nents that represent the ocean and sea ice, the ocean sediments, the atmosphere, and the
terrestrial biosphere with a fully coupled carbon cycle. Below these components are briefly
described. More information on the already published parts of the model can be found in
the given references. This study is the first application of the model with a fully coupled

"http://climate.uvic.ca/EMICARS5
*http://pmip3.lsce.ipsl.fr/
3http://cmip-pemdi.llnl.gov/cmip5/
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carbon cycle. Also, a dynamic surface albedo model has been added, which is presented in
the following subsection. The technical aspects of coupling the LPX vegetation model to the
Bern3D model are described in Appendix A and more information on newly implemented
forcings and diagnostics is given in Appendix B.

The Bern3D ocean component is a seasonally forced three-dimensional frictional geostrophic
global ocean model with a horizontal resolution of 36 x 36 boxes and 32 vertical layers. The
integration time step is about a week. The physical ocean model is based on the model by
Edwards et al. (1998) and described in detail by Miiller et al. (2006). Marine biogeochemical
cycles and air-sea gas-exchange are implemented following OCMIP-2 (Orr & Najjar, 1999;
Najjar et al., 1999) with the addition of prognostic formulations for marine biological produc-
tivity as well as representations for the cycling of iron (Parekh et al., 2008), silica (Tschumi
et al., 2008), 13C, and 1*C. The sedimentary component described in Tschumi et al. (2011)
is based on the model by Gehlen et al. (2006) and Heinze et al. (1999) which represents
sediment diagenesis in the top 10 cm beneath the seafloor.

The atmosphere is represented by a single-layer energy and moisture balance model (EBM)
with the same horizontal resolution as the ocean component (Ritz et al., 2011). Depth-
integrated horizontal heat fluxes are parametrized in terms of eddy-diffusive fluxes with uni-
form zonal and meridional diffusivities. For the calculation of vertical shortwave radiation
fluxes, incoming solar radiation (Berger, 1978), zonally averaged fractional cloud cover (from
ECMWF ERA-40), and the surface albedo are taken into account (Bintanja, 1996). Following
Weaver et al. (2001), the outgoing longwave radiation fluxes are parameterized after Thomp-
son & Warren (1982) with additional radiative forcings due to COq, other greenhouse gases,
volcanic aerosols, and a feedback term, which is tuned to produce an equilibrium climate sen-
sitivity of 3°C. The COq forcing is calculated from the deviation of COy concentrations from
the preindustrial reference value (Myhre et al., 1998). Following Strassmann et al. (2009),
the global mean radiative forcing from non-CQOy greenhouse gases is calculated as the product
of concentrations and radiative efficiencies as given in Forster et al. (2007). The radiative
forcing from volcanic aerosols are specified explicitly with time series of global mean values.
Sulphate aerosols are taken into account by changing the surface albedo locally according to
the parametrization by Reader & Boer (1998) as described in Appendix B.

The terrestrial biosphere component LPX (Land-surface Processes and eXchanges) is based
on the Lund-Potsdam-Jena (LPJ) Dynamic Global Vegetation Model at 3.75° x 2.5° reso-
lution as used by Joos et al. (2001), Gerber et al. (2003), and described in detail by Sitch
et al. (2003). Vegetation is represented by 12 plant functional types and the fertilization of
plants by increasing atmospheric CO2 concentrations is modeled according to the modified
Farquhar scheme (Farquhar et al., 1980). The model has been extended with a land-use mod-
ule (Strassmann et al., 2008; Stocker et al., 2011) and more recently with a new hydrology
scheme (Gerten et al., 2004; Wania et al., 2009a) that allows for the simulation of permafrost
dynamics and peatlands (Wania et al., 2009a,b; Spahni et al., in prep.). Land surface albedo
is calculated from vegetation cover, vegetation type, and snow cover after Otto et al. (2011)
as described in section 4.2.1.

Here, the LPX component is driven by global mean atmospheric COy concentrations and
changes in global mean surface air temperature relative to a reference period. The global mean
temperature deviations are used to scale climate anomaly fields (temperature, precipitation,
and cloud cover) obtained from global warming simulations with the NCAR AOGCM. These
anomalies are then added to the 31-year baseline climatology (Stocker et al., 2011). The
terrestrial biosphere interacts with the rest of the model through the exchange of CO2 with the
atmosphere and changes in surface albedo due to vegetation and land-use changes (Appendix
A). A schematic view of the coupled model is depicted in Fig. 4.1.
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Figure 4.1: Schematic view of the main coupling mechanisms and model components of the Bern3D-LPX
model. Carbon is exchanged between atmosphere, terrestrial vegetation, soils, oceans, and ocean sediments
(black arrows). The LPX component is driven by global annual mean temperature anomalies with respect to
the preindustrial state simulated by the Bern3D model. Changes in land surface albedo are fed back to the
Bern3D atmosphere energy and moisture balance model (EBM).

4.2.1 Land surface albedo model

Calculation of surface albedo in LPX

The monthly land surface albedo is calculated within the LPX component from the simulated
vegetation cover, vegetation type, and snow cover. Following Otto et al. (2011), the fractional
cover by leaves (fieaf) and by stems and branches ( fstem ) is calculated for each grid cell, plant
functional type (PFT), and month. The leaf cover is calculated from the grid cell foliar
projective cover (FPCgyiq) and daily phenology ¢(d),

Ndays

> FPCyialpft) - ¢(d, pft). (4.1)
days =1

fleaf (pfta m) =

FPCgiq quantifies the potential grid cell area that is covered by leaves of one PFT and
depends on the leaf area index of one individual, LAI;,q4, the crown area, and the population
density in that grid cell Nj,q (Sitch et al., 2003). This potential cover, which is constant
over one year, is then modified by the daily phenology which accounts for summer-green and
rain-green PFTs that shed their leaves in winter or under water stress, respectively. Ngays
denotes the number of days in the corresponding month.

To calculate the fractional cover by stems and branches, a vegetation area index (including
phenology) is defined as

VAIind(d7 pft) = LA]:ind (pft) : d)(d) + SAIind(pft)7 (42)
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where the stem area index, SAlj,q4, is a new PFT-dependent parameter. Currently, it is set
to 0.5 for all tree PFTs, except for tropical evergreen trees (0.1), boreal summer-green needle
trees (0.3), and boreal summer-green broadleaved trees (1.1). The concept of the vegetation
index is the same as for the leaf area index, which relates the leaf surface to the ground
surface area on which the vegetation grows, but it includes also the surface area of stems
and branches. Without a stem area index, the vegetation cover would be zero in winter for
summer-green trees, when ¢(d) goes to zero. This is important for the albedo calculation
because stems and branches mask the snow-covered ground to some extent (Otto et al., 2011).

The grid cell vegetation cover (VPCyyiq, including phenology) is then calculated analogously
to FPCgiq (Eq. 7 and 8 in Sitch et al., 2003) as

Ndays

VPCgyiq(pft, m) = crownarea(pft) - Ninq(pft) (1 — 6_0'5'VAIind(pft’d)> . (4.3)

Ndays =1
The fractional cover by stems and branches is then the difference between the total vegetation
cover and the area covered by leaves:

fstem (Pft7 m) - VPCgrid(pftu m) - fleaf (pft, m) (44)

For PFTs other than trees, fstem iS zero.

From these grid cell cover fractions, the contribution of one PFT to the albedo is calculated
as

QPFT = fstem [(1 - 52§W)Oésoﬂ =+ 32§W04§,2§W] + fleat [(1 - sggw)aleaf + 32§waigzw] ) (45)
where fie" is the fraction of the plant surface covered with snow (described below). agi =
0.16, aeg" s and ajeat are the albedo of stems and branches (here assumed to be equal to the
albedo of bare soil), snow covered vegetation, and green leaves, respectively. The albedo of
snow covered vegetation (ageg™) is fixed at 0.4 for trees. For other PFTs, it is assumed to be
equal to the albedo of snow on bare soil (aih3", see below). The canopy albedo eat(pft) is a
new PFT-dependent parameter. The values for trees and grasses are from Otto et al. (2011)
by assuming o = 0.67 - ayis + 0.33 - anir. The albedo of land-use PFTs are set to 0.15 for
crops, 0.16 for pastures (Myhre et al., 2005; Tian et al., 2004), and to 0.12 for built-up areas.
For the wetland PFTs graminoids and sphagnum, albedo of 0.16 (grass) and 0.14 (Berglund

& Mace, 1972) are assumed, respectively.

The monthly average albedo in one grid cell can then be calculated by adding the contribution
from the different PFTs and the remaining uncovered area, which is assumed to be unshaded
bare soil:

a(m) =Y aprr(pft,m) + | 1= VPCyia(pft,m) | [(1 = f55™ )asen + fout™ oS™],
pft pft
(4.6)

SNow
soil

The snow albedo is calculated after Kubatzki (2000) (CLIMBER-2.1 model). Maximum val-
ues of YIS = 0.9 and oI} = 0.6 are assumed for visible and near-infrared light, respectively
(Dickinson et al., 1986). The temperature dependency is parametrized by defining a function
v(T), with (T < —5°C) = 0 and v(T" > 5°C) = 1. Between —5°C and 5°C, v(T') is cosine
shaped. The snow albedo then is calculated as

where f559" and o are the fraction and albedo of snow covered soil, respectively.

SV = 0.67 - ayS[1 - 0.2(1 — v(T))] + 0.33 - &NB[1 — 0.5(1 — v(T))], (4.7)

soil max max
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assuming a partitioning of 67% and 33% between visible and near-infrared light. The factors
0.2 and 0.5 account for the faster aging of snow with respect to the near-infrared radiation
(Kubatzki, 2000).

To determine the snow cover fraction, three surface types with different roughness scales are
considered, namely trees, grasses, and bare soil. For trees, the maximum snow cover fraction
is a function of grid box snow height hg,ow and temperature

hSHOW hSHOW
A4-(1— 4.
10m +04-( 10m V) (4.8)

e = (1) (06
which limits the maximum snow cover for trees to 60% and accounts for the fact that more
snow falls off the trees at higher temperatures (Kubatzki, 2000). The maximum snow cover
for grass and soil is set to 100%. The effective snow cover for each surface type is then given
by

hsnow/hscale

Snow __ gsnow 7 4.9
f max 1 + hsnow/hscale ( )

where hgeale 18 @ constant parameter that is related to the roughness scale of the surface (0.5
m for trees, 0.3 m for grass, and 0.15 m for bare soil). These snow cover fractions are used
as freg and fITY in the equations 4.5 and 4.6 according to the corresponding surface type

(tree PFTs, grass PFTs, or bare soil).

The albedo model described here is validated and discussed in section 4.4.2.

Coupling LPX and Bern3D surface albedo

Monthly surface albedo fields calculated by LPX are passed to the Bern3D component, where
they are mapped from the LPX to the coarser Bern3D grid (see Appendix A.2 for details).
The surface albedo is used by the EBM to calculate the outgoing shortwave radiation (Ritz
et al., 2011). A climatology obtained from MODIS satellite observations is used as a baseline
(tatm (7, 7)), on top of which changes in surface albedo simulated by LPX (Aarpx(i,j)) are
added:

aatm(iv.j) = aatm(ivj) + AaLPX<i7j) (4.10)

This method eliminates some systematic errors such as the inappropriate soil albedo in deserts
(see section 4.4.2). A more detailed technical description of the Bern3D-LPX coupling is given
in Appendix A.

4.3 Experimental setup

Spin-up

The Bern3D ocean and atmosphere components are spun up to steady-state during 80’000
years under constant 850 AD conditions (COg2 concentration of 279.3 ppm, no radiative forcing
from other greenhouse gases, no volcanic or aerosol forcing, constant orbital parameters,
constant land-use map), except for the atmospheric 4C signature, which is prescribed during
the last 107250 years of the spin-up to include the signal from “C variations before 850 AD.
Such a long spin-up time is required by the ocean sediment to reach equilibrium. The LPX
component was initialized with last glacial maximum conditions and a subsequent transient
simulation from 21 kyBP to 850 AD in order to account for the peat accumulation that is
assumed not to be in equilibrium by 850 AD.
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Historical simulations

The historical simulations over the last millennium (850-2005 AD) start from the spin-up and
the following forcings are applied:

e CO2: Reconstructed CO2 concentrations from the Law Dome ice core record (Etheridge
et al., 1996; MacFarling Meure et al., 2006), linearly blended into the RCP data set*
(Meinshausen et al., 2011) between 1765 and 1800.

e AGG: Reconstructed concentrations of the additional greenhouse gases CH4 (Etheridge
et al., 1996; MacFarling Meure et al., 2006) and NoO (Fliickiger et al., 2002, 1999;
Machida et al., 1995; Battle et al., 1996), linearly blended into the RCP data set between
1765 and 1800, which also contains concentrations of fluorinated gases controlled under
the Kyoto Protocol (HFCs, PFCs, and SFg) and Montreal Protocol (CFCs, HCFCs,
Halons, CCly, CH3Br, CH3Cl), respectively (Meinshausen et al., 2011).

e LND: Anthropogenic land cover changes (natural to crop and pasture) from 850 to
1699 reconstructed by Pongratz et al. (2008), linearly blended into the historical RCP
land-use data (Hurtt et al., 2009) over the period 1500 to 1699.

e SUL: Optical depth calculated from historical RCP SO, concentrations? (1855 to 2005).
SO4 concentrations are vertically integrated to determine the atmospheric sulphate
aerosol burden, which is then multiplied by a constant specific extinction cross-section
factor of 8m? g~! to obtain the optical depth®.

e VOL: Radiative forcing due to volcanic aerosols. The radiative forcing is calculated
with a simple linear conversion constant from a time series of aerosol optical depth®
(Crowley et al., 2008).

e ORB: Forcing by annual varying orbital parameters following Berger (1978).

e SOL: Changes in the total solar irradiance are prescribed using data from Delaygue &
Bard (2009) for the period 850 to 1609 and from Lean (2000) and Wang et al. (2005)
for the period 1610-2005.

Ozone, stratospheric HoO, indirect aerosol effects, organic carbon, black carbon, and mineral
dust are not considered in these simulations. There are relatively large uncertainties associ-
ated with the radiative forcing of these agents and their positive and negative contributions
tend to cancel out. The present-day additional forcing is estimated to be -0.25 W m~2 with a
uncertainty that is significantly larger than that (Forster et al., 2007). Therefore it has been
decided not to include those forcings in the EMIC AR5 simulations. Changes in ice sheets,
topography, or coast lines are not considered either.

In addition to the standard simulation with all forcings (hist . TOT), one simulation is per-
formed for each of the forcing components, in which all other forcings remain constant at their
initial values used during the spin-up. Further, three simulations in which the atmospheric
COg, is allowed to evolve freely are performed; one with the total forcing (histC_TOT), where
fossil fuel CO2 emissions (including cement manufacture and gas flaring) are prescribed (1765-
2005; Marland et al., 2008; Meinshausen et al., 2011), one where only natural forcings (SOL,
VOL, ORB) are applied (histC_NAT), and one where only land-use changes are prescribed
(histC_LND). Two control runs over the historical period with constant forcings and either
constant COy concentrations (ctrl) or free COg (ctrlC) and no anthropogenic emissions are
used to check for model drifts.

*http://www.iiasa.ac.at/web-apps/tnt /RcpDb
®http://climate.uvic.ca/EMICARS/forcing
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Future projections

The historical simulation with all forcings (hist_TOT) is continued from year 2005 to 2300
for the four Representative Concentration Pathway scenarios RCP3-PD, RCP4.5, RCP6, and
RCP8.5 (Taylor et al., 2009; Moss et al., 2010; van Vuuren et al., 2011), which specify the
model forcing from 2005 to 2100, followed by their extensions (ECP) from 2100 to 2300 (Mein-
shausen et al., 2011). More specifically, COy and additional greenhouse gas concentrations
available from the RCP database* are prescribed from 2005 to 2300 and projected land-use
changes (Hurtt et al., 2009) and sulphate aerosol concentrations from the RCP database are
applied for the period 2005 to 2100 and held fixed afterward. No volcanic forcing and no
changes in the orbital forcing is applied after 2005. The last solar cycle with values from 1996
to 2008 is repeated to prescribe total solar irradiance throughout the simulations. The four
simulations RCP3, RCP4, RCP6, and RCP8 are repeated with the same setup but with pre-
scribed CO4 emissions instead of concentrations (free atmospheric COq; simulations RCP3C,
RCP4C, RCP6C and RCP8C).

The committed climate change by 2300 is quantified by extending the simulations under four
different assumptions until the year 3000:

1. The CO2 concentration and all other forcings remain constant at the 2300 level (CO2
concentration commitment, default simulation).

2. Instead of CO4y concentrations, COs emissions remain constant at the 2300 level and
all other forcings are kept constant at the 2300 level (CO2 emission commitment, ec).

3. The CO; emissions are set instantaneously to preindustrial (1840-1850) levels, while all
other forcings are kept constant at the 2300 level (CO; climate commitment, co2cc).

4. The CO4 emissions and all other forcings except land-use changes are instantaneously
reverted back to preindustrial levels (climate commitment, cc).

Please note that in the latter three cases the model forcing is switched from prescribed CO9
concentrations to prescribed CO2 emissions. The goal of these simulations is to examine the
long-term response of the climate system to the human perturbation. By holding the model
forcings constant after 2300, the subsequent response depends only on changes before 2300.
Further, the four simulations allow the exploration of different types of commitments, which
can be interpreted to define lower and upper bounds for the committed changes.

To study the irreversibility, the concentration commitment simulations are further extended
from year 3000 to year 4000 in three different ways. In two simulations atmospheric COs is
decreased linearly to preindustrial levels in 100 years (irrA) and 1000 years (irrB), respectively.
In the third simulation, CO- is allowed to evolve freely after 3000 with zero anthropogenic
emissions.

In addition to the extended RCP scenarios, four temperature stabilization experiments from
year 2005 to 2500 are conducted. In these simulations, the model is forced to follow a
prescribed temperature profile by dynamically adjusting the CO2 emissions (see Appendix B.4
for details). By using this technique, the allowable cumulative emissions that are compatible
with a specified temperature stabilization target can be quantified (Zickfeld et al., 2009).
The temperature profiles are generated using a cubic spline interpolation that matches the
slope of the temperature at the end of the historical simulation and stabilizes at the targets
of 1.5, 2.0, 3.0, and 4.0°C above the simulated preindustrial global mean temperature. The
radiative forcing from other greenhouse gases and aerosols is linearly decreased to zero from
2005 to 2300 in these simulations. All other forcings are held constant at their 2005 values.
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Further, several idealized experiments (2xCOy and 4xCOg) are performed, which are not
discussed in detail here. A complete list of simulations is given in table 4.1.
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Table 4.1: Simulations overview.

No. Name Start End Years Start from  Description

1 ctrl 850 2005 1156 (spin-up) Control (standard)

2 ctrlC 850 2005 1156 (spin-up) Control (free CO2)

3 hist_TOT 850 2005 1156 (spin-up) Historical (TOT forcing)

4 hist_CO2 850 2005 1156 (spin-up) Historical (COz forcing)

5 hist_ AGG 850 2005 1156 (spin-up) Historical (AGG forcing)

6 hist_LND 850 2005 1156 (spin-up) Historical (LND forcing)

7 hist_SUL 850 2005 1156 (spin-up) Historical (SUL forcing)

8 hist_SOL 850 2005 1156 (spin-up) Historical (SOL forcing)

9 hist_VOL 850 2005 1156 (spin-up) Historical (VOL forcing)
10  hist_ ORB 850 2005 1156 (spin-up) Historical (ORB forcing)
11 histC.TOT 850 2005 1156 (spin-up) Historical (TOT forcing, free CO3)
12 histC_NAT 850 2005 1156 (spin-up) Historical (NAT forcing, free CO2)
13 histC_LND 850 2005 1156 (spin-up) Historical (LND forcing, free CO3)
14 RCP3 2006 2999 994 hist_ TOT  RCP3PD (COs conc. commitment)
15 RCP4 2006 2999 994 hist TOT  RCP4.5 (CO2 conc. commitment)
16 RCP6 2006 2999 994 hist. TOT  RCP6 (CO3 conc. commitment)
17 RCPS8 2006 2999 994  hist_ TOT RCP8.5 (CO2 conc. commitment)
18 RCP3C 2006 2999 994 histC_.TOT RCP3PD (free CO2)
19 RCP4C 2006 2999 994 histC_.TOT RCP4.5 (free CO2)
20 RCP6C 2006 2999 994 histC_ TOT RCP6 (free CO2)
21 RCP8C 2006 2999 994 histC_.TOT RCP8.5 (free CO2)
22 RCP3ec 2300 2999 994 RCP3 RCP3PD (CO2 emis. commitment)
23 RCP3co2cc 2300 2999 994 RCP3 RCP3PD (CO; climate commitment)
24 RCP3cc 2300 2999 994 RCP3 RCP3PD (climate commitment)
25 RCP4ec 2300 2999 994 RCP4 RCP4.5 (CO2 emis. commitment)
26 RCP4co2cc 2300 2999 994 RCP4 RCP4.5 (CO2 climate commitment)
27 RCP4cc 2300 2999 994 RCP4 RCP4.5 (climate commitment)
28 RCP6ec 2300 2999 994 RCP6 RCP6 (CO2 emis. commitment)
29 RCP6co2cc 2300 2999 994 RCP6 RCP6 (COz2 climate commitment)
30 RCPé6ecc 2300 2999 994 RCP6 RCP6 (climate commitment)
31 RCP8ec 2300 2999 994 RCPS8 RCP85 (CO2 emis. commitment)
32 RCP8co2cc 2300 2999 994 RCPS8 RCP85 (COg2 climate commitment)
33 RCP8cc 2300 2999 994 RCPS8 RCPS85 (climate commitment)
34 RCP3irrA 3000 3999 1000 RCP3 RCP3PD (irreversibility 100yr)
35 RCP3irrB 3000 3999 1000 RCP3 RCP3PD (irreversibility 1000yr)
36 RCP3irrC 3000 3999 1000 RCP3 RCP3PD (irreversibility free-COz)
37 RCP4irrA 3000 3999 1000 RCP4 RCP4.5 (irreversibility 100yr)
38 RCP4irrB 3000 3999 1000 RCP4 RCP4.5 (irreversibility 1000yr)
39 RCP4irrC 3000 3999 1000 RCP4 RCP4.5 (irreversibility free-COq)
40 RCP6irrA 3000 3999 1000 RCP6 RCP6 (irreversibility 100yr)
41 RCP6irrB 3000 3999 1000 RCP6 RCP6 (irreversibility 1000yr)
42 RCP6irrC 3000 3999 1000 RCP6 RCP6 (irreversibility free-CO3)
43 RCP8irrA 3000 3999 1000 RCPS8 RCP85 (irreversibility 100yr)
44 RCPS8irrB 3000 3999 1000 RCPS8 RCP85 (irreversibility 1000yr)
45 RCP8irrC 3000 3999 1000 RCPS8 RCPS85 (irreversibility free-COz)
46 Tstabl.5 2000 2499 500 hist_ TOT  Temperature stabilization (1.5°C)
47  Tstab2.0 2000 2499 500 hist-TOT  Temperature stabilization (2.0°C)
48 Tstab3.0 2000 2499 500 hist_ TOT  Temperature stabilization (3.0°C)




106 4. COUPLED CARBON CYCLE-CLIMATE SIMULATIONS WITH BERN3D-LPX

Table 4.1: Simulations overview (cont.)

No. Name Start  End  Years Start from  Description
49 Tstab4.0 2000 2499 500 hist TOT  Temperature stabilization (4.0°C)
50 CO2x2 1855 2854 1000 ctrl 2xC0O2
51 CO2x4A 1855 2854 1000 ctrl 4xCO4 A (instant. fixed conc.)
52 CO2x4B 1855 2854 1000 ctrl 4xCO9 B (instant. freely evolving)
53 CO2x4C 1855 2854 1000 ctrl 4xCO2 C (1%/yr, const. afterwards)
54 CO2x4D 1855 2854 1000 ctrl 4xCO2 D (1%/yr, free afterwards)
55 CO2x4E 1855 2854 1000 ctrl 4xCO2 E (1%/yr, preind. rad. COz)
56 CO2x4F 1855 2854 1000 ctrl 4xCO9 F (1%/yr, but only rad. COz)
57 CO2x4G 1855 2854 1000 ctrl 4xCO2 G (1%/yr, fixed diag. emis.)

4.4 Results

4.4.1 Control simulations

Two control simulations over the historical period (850 — 2005) with prescribed and free
atmospheric COg, respectively, are used to check for unintended model drifts. An increasing
trend in soil carbon is expected and consistent with the model set up which assumes that
peatland soil carbon pools are not in equilibrium at the start of the simulations in 850
AD. The continued peat accumulation leads to an increase in land carbon of about 10 GtC
over 1000 years in both control simulations. Consequently, the terrestrial uptake reduces
the carbon content of the atmosphere (-1 ppm) and ocean (-8 GtC) in the simulation with
free atmospheric COs. This leads to a slight decreasing trend in the global mean surface
temperature of about -0.02°C over 1000 years. In the control simulation with constant
atmospheric COs, no drifts in global mean temperature or ocean carbon content are found,
which shows that the trends in the free-CO2 simulation are only caused by the intended
terrestrial carbon uptake.

4.4.2 Land surface albedo changes and their impact on the radiative forc-
ing

Validation of the surface albedo model

To validate the albedo model described in section 4.2.1, the simulated surface albedo is
compared with MODIS satellite observations for the period 2001-2010 (Moody et al., 2005;
Strahler et al., 1999) obtained from NEO®. The MODIS data set is re-gridded to the LPX
model grid and monthly climatologies are calculated for both, the MODIS data and the
Bern3D-LPX simulation.

The annual mean albedo pattern and magnitude is reproduced reasonably by the model
in most regions (Fig. 4.2a-c). The notable differences are the overestimation at latitudes
45°N-60°N and the systematically too low values in the Sahara desert area. Systematic
discrepancies, such as those in deserts, are relatively unproblematic as long as only deviations
from the LPX reference albedo are applied to the Bern3D baseline albedo map (and as long
as these regions remain deserts). The timing and amplitude of the global mean annual cycle
is also relatively well represented, when the Sahara desert is excluded (Fig. 4.2d-f). Global
mean albedo values are overestimated by up to 10% in winter and slightly underestimated

Shttp://neo.sci.gsfc.nasa.gov
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in summer. The overestimation is mostly due to regions at latitudes 45°N-60°N and the
underestimation in summer stems mostly from high latitudes (Fig. 4.2f and 4.3).

The simulated albedo at mid- to high-latitudes depends critically on a realistic representation
of snow cover and vegetation type. High albedo values of 0.5 or more are only reached where
the snow is able to cover a large portion of the ground, i.e. on grass- and croplands or in forests
with a large fraction of summer-green trees. The taiga, for example, which is dominated by
coniferous forests, is clearly visible in the MODIS map as a band of reduced albedo around
60°N in February (Fig. 4.3). and it is also represented to some extent in the model results
(Fig. 4.3). Thus, the differences found between model and observation-based data are most
likely a combination of deficiencies in the albedo model as well as in the simulated vegetation
pattern and timing and magnitude of snow cover.

There is certainly some potential to further reduce the errors in the simulated present-day
albedo. The roughness scales and stem area indices, used in the albedo model, have been
used mainly as tuning parameters to get a more or less realistic snow masking for the winter
albedo. The choice of these parameters could likely be improved by using data assimilation
techniques. Also, the calculation of the snow cover fraction for trees could probably be
improved by including the leaf area index and interception capacity (Roesch & Roeckner,
2006; Roesch et al., 2001). Particularly, the albedo model should be improved if absolute
values instead of anomalies are to be used in the shortwave radiation code of the Bern3D
model at a later stage. For the current study, however, the current model is considered to
simulate the surface albedo well enough.

Land use induced changes in surface albedo

The direct influence of land-use changes on the surface albedo is estimated by including or
excluding the contribution of land-use areas when calculating the average albedo of a grid
cell. Including land use generally leads to an increase in the simulated surface albedo. No
decrease can be found in the decade 2001-2010, for which the model has been validated. The
effect is most visible during winter at latitudes between 40°N and 60°N, where the albedo
locally is up to 0.3 higher than when including just the natural vegetation (Fig. 4.4). This
can mostly be attributed to an increased snow cover in winter resulting from the conversion
of forests to pasture and croplands. Annual mean albedo values are increased by 0.04-0.1
in regions with extensive land use at those latitudes. While snow plays an important role
with respect to albedo changes as a result of altered vegetation, the conversion of natural
vegetation to agricultural land changes the surface albedo also directly because crops and
pasture generally reflect more sunlight than forests. This can be seen, for example, at low
latitudes where the extent of tropical forests, which have a very low albedo, has been reduced
as a result of land use and annual mean albedo values are increased by up to 0.04 (Fig.
4.4e,f).

Impact of albedo changes on the radiative forcing

Changes in the surface albedo translate to a change in the radiative forcing because the
fraction of the incoming solar radiation which is reflected back to space is different. Thereby
internal and external forcing mechanisms can be distinguished. Please note that here the term
‘forcing’ is not used strictly for an external forcing, as it is usual in the feedback analysis
terminology, but for the combined effect of external forcing and feedbacks on the radiative
balance.

The change in surface albedo as a result of land-use change is considered an external anthro-
pogenic forcing without feedback. For example, when boreal forests are converted to pasture
or croplands, the winter albedo generally increases because these vegetation types allow a
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Figure 4.2: Maps of annual mean surface albedo from (a) MODIS, (b) simulated by LPX, and (c) the
difference LPX-MODIS. (d) Annual cycle of global mean albedo with and without the Sahara desert. Annual
cycle at different latitudes (e) including and (f) excluding the Sahara desert.

more extended snow cover. Climate change, on the other hand, can lead to 'natural’ albedo
changes which in turn affect the radiative forcing and the climate system. Those natural
albedo changes therefore represent an internal feedback mechanism. Higher temperatures,
for example, decrease the snow cover and thereby the albedo, which in turn leads to an in-
crease in radiative forcing and an amplified warming. This is the most prominent internal
feedback mechanism but climate change can also lead to shifts in vegetation, which may
change the surface albedo.

The external radiative forcing directly caused by land-use induced surface albedo changes in



4.4. RESULTS 109

LPX-Bern3D Difference

Figure 4.3: Maps of monthly mean surface albedo from MODIS (left), simulated by LPX (middle), and the
difference LPX-MODIS (right) for the months Feb., Apr., Aug., Oct., and Dec. (top to bottom).

the historical simulation amounts to -0.25 Wm™?2 by the year 2005 (relative to 1750), which is
well within the estimated range of -0.204-0.20 W m~2 given by Forster et al. (2007). By that
time, the radiative influence from natural albedo changes is almost zero (Fig. 4.5a). Under
projected global warming the internal forcing increases and acts as a positive feedback. In the
RCP8.5 scenario, the internal forcing reaches the magnitude of the land-use induced forcing (-
0.29 W m~2) in the last quarter of the 21st century and both effects cancel out. With further
increasing temperatures, the internal forcing dominates and the net effect changes from a
negative to a positive forcing. By 2300, when the global mean temperatures have increased
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Figure 4.4: The effect of land-use changes on the simulated surface albedo (2001-2010). (a) Annual cycle of
the zonally averaged albedo at different latitudes. Maps of the simulated albedo in February without (b) and
with (d) land use. Change in February (c) and annual mean (e) surface albedo by including land-use areas.
(f) Prescribed land-use area (crops and pasture) by 2005 expressed as grid cell area fraction.

by about 9°C in the RCP8.5 projection, the internal and external radiative forcings from
albedo changes are 1.07Wm~2 and -0.37 Wm~2, respectively (Fig. 4.5a). The internal
surface albedo feedback amplifies the total external forcing (from greenhouse gases, aerosols,
land-use changes) by about 8% at that time.

Changes in land use not only lead to surface albedo changes but also to COo emissions.
The contribution of these two opposite effects to the radiative forcing is quantified with a
simulation where only land-use changes are applied, atmospheric COs is allowed to evolve
freely, and all other forcings remain constant (histC_LND). During the first half of the last
millennium, the net radiative forcing is mainly dominated by CO» emissions, yet both effects
are relatively small (Fig. 4.5b). The relative importance of the albedo forcing increases over
time. The reduction of the COs forcing by the compensating albedo forcing increases from
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about 10% to 50-60% by 1750. After that, both effects increase significantly in response to
intensified land use during the industrial period and the relative contribution of the albedo
forcing decreases again slightly. By the year 2000 the simulated COs radiative forcing of
0.52Wm~2 is reduced by about 40% (0.21 Wm~2) to a net forcing of 0.31 Wm~2 (Fig.
4.5b).

120 I I I I I I 0.60 I I I I I
—— Not reloted to lond use changes —— RF due to CO,

—— Reloted to lond use changes —— RF due to albedo chonges

Net RF chonge

£ o040+ L&
= S | I
I 0.00 el L Y ) L
0.00 -
I -0.20 - L
-040 T T T T T T T - ; r :
1800 1900 2000 2100 2200 2300 2400 1000 1200 1400 1600 1800 2000

Radiotive forcing due 1o albedo changes under RCP-8,5 - .
Radiative forcing

Figure 4.5: (a) Radiative forcing attributed to natural and land-use induced changes in surface albedo in
the RCP8.5 scenario simulation. (b) Contribution of changes in atmospheric CO2 concentrations and surface
albedo to the net radiative forcing in a simulation over the last millennium in which only land-use changes
and no other forcings were applied.

Equilibrium climate sensitivity of the coupled model

The albedo feedback increases the equilibrium climate sensitivity” of the coupled Bern3D-
LPX model by 0.2°C relative to the uncoupled Bern3D model, which has been tuned to a
climate sensitivity of 3.0 °C (Ritz et al., 2011). In order to re-adjust the climate sensitivity to
this value, the feedback parameter of the Bern3D EBM must be reduced from -0.20 W m ™2
to -0.25 Wm~2. For the simulation presented here, the feedback parameter is not adjusted,
i.e. the climate sensitivity of the model is 3.2°C. A calibration curve was derived that relates
the feedback parameter to the equilibrium climate sensitivity of the coupled Bern3D-LPX
model (Table 4.2, Fig. 4.6). It can be used in upcoming studies to specifically modify the
climate sensitivity of the model, e.g. to estimate uncertainties in projections.

In the prospect of simulations for which the climate sensitivity of the model might want
to be changed, a calibration curve was derived that relates the feedback parameter to the
equilibrium climate sensitivity of the coupled Bern3D-LPX model (Table 4.2, Fig. 4.6).

Table 4.2: Values of the Bern3D EBM feedback parameter (Aggm) corresponding to different climate sensi-
tivities (CS) of the coupled Bern3D-LPX model.

CS (K) 0.5 1.0 2.0 3.0 40 50 6.0 80 10.0
Mgy (Wm™2) -4.01 -1.88 -0.55 -0.25 0.03 0.26 0.33 0.44 0.61

"The equilibrium climate sensitivity is the temperature change simulated for a doubling of the preindustrial
atmospheric CO2 concentration after reaching a new steady-state.
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Figure 4.6: Calibration curve for the Bern3D EBM feedback parameter A to attain different climate sensi-
tivities from 0.5 K to 10 K with the coupled Bern3D-LPX model.

4.4.3 Projected warming, steric sea level rise, and ocean acidification

In this section, future projections of changes in global mean temperatures, steric sea level
rise, and ocean acidification under the four RCP scenarios (2005-2100) and their extensions
(ECP, 2100-2300) are presented. In these simulations, the prescribed CO2 concentrations
compass a range from 420 to 925 ppm by the year 2100 and stabilize later at 360 to 1960 ppm
by 2300 (Fig. 4.7a). Together with other forcings, this leads to a total external radiative
forcing of 7.7 W m~2 in 2100 with respect to 1800 for RCP8.5 (Fig. 4.7b), which is 9% lower
than the specified target for that scenario (van Vuuren et al., 2011). After 2100, the radiative
forcing continues to increase up to about 12 W m~2 in this scenario, which is a very high value
compatible with the high concentration levels assumed in that scenario (Meinshausen et al.,
2011). In RCP4.5, the simulated radiative forcing is also lower (~10%) than the target and
stabilizes at 4.1 Wm™2. The targets for the other two scenarios are well matched; in RCP6
the radiative forcing stabilizes at 5.9 Wm™2 without overshoot and in RCP3-PD it peaks at
2.9Wm~2 around 2050 and declines to 2.5 Wm™2 by 2100. The RCP targets are specified
as “approximate radiative forcing levels”, which are defined as +5% of the stated levels (van
Vuuren et al., 2011). This criterion is only matched by the RCP6 and RCP3-PD simulations.

Simulations with prescribed fossil-fuel CO9 emissions instead of atmospheric concentrations
lead to higher CO2 and radiative forcing levels (dashed lines in Fig. 4.7). The reason for that
is a different carbon cycle response in the Bern3D-LPX model than in the MAGICC6 model,
which was used to calculate the concentrations prescribed in the standard RCP simulations
(Meinshausen et al., 2011). This is further discussed in section 4.4.4. In the simulations
with prescribed emissions, the simulated radiative forcing is generally higher than the RCP
targets. The 8.5 Wm™2 target specified in RCP8.5 by 2100 is well matched (8.7 W m~2) but
the radiative forcing in the other scenarios are 6% (RCP4.5) to 20% (RCP6) higher. In the
following, only results from the standard simulations with prescribed CO2 concentrations (as
required by the EMIC AR5 protocol) are discussed. The projected warming and sea level
rise for the emission-driven simulations are indicated as a reference in Fig. 4.7 and can be
viewed to some degree as an indication of uncertainties in the response of the carbon cycle.

Global warming

Global mean surface air temperatures (SAT) are projected to increase by 1.8 °C (RCP3-PD),
2.6°C (RCP4.5), 3.2°C (RCP6), and 4.6 °C (RCP8.5) by 2100 relative to preindustrial levels
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Figure 4.7: Atmospheric CO2 concentrations, external radiative forcing, changes in global mean surface
air temperature (SAT), and steric sea level rise over the historical period and for the four future scenarios
RCP8.5 (black), RCP6 (red), RCP4.5 (green), and RCP3-PD (blue). Solid lines indicate results from the
standard simulations with prescribed atmospheric CO2 (shown in the first panel). The dashed lines indicate
corresponding simulation results when fossil-fuel CO2 emissions are prescribed instead and atmospheric CO»
is allowed to evolve freely.

(Fig. 4.7). After 2100, the temperatures continue to increase in all scenarios except for
RCP3-PD, where a decrease in atmospheric COs is assumed. Due to the inertia of the ocean,
temperatures continue to rise, even after the external radiative forcing is stabilized. By the
year 2300, the projected SAT increases are 1.5, 3.3, 4.6, and 9.4°C.

The committed warming by 2300 is quantified by extending the simulations under four dif-
ferent assumptions (Sect. 4.3). For the RCP8.5 scenario, the committed warming by the
year 3000 ranges from 7.8°C (cc; preind. COg2 emissions and other forcings) to 10.4°C (ec;
sustained 2300 CO2 emissions and other forcings). This relatively small range (compared
to the absolute temperature increase) shows that the temperature response during the rest
of the millennium and beyond is mostly determined by the high CO5 emissions before 2300
in this scenario. With lower CO, emissions before 2300 in the other scenarios, the relative
importance of non-COs forcings and the assumptions for the evolution of COs after 2300
(constant concentrations, constant emissions or preindustrial emissions) increases. In the low
RCP3-PD scenario, the committed warming by 3000 is only 0.25°C in the cc simulation,
where all CO2 emissions and all other forcings are set to preindustrial values by 2300, while
it is 1.7°C when the CO9 concentration remains constant after 2300.

Steric sea level rise

The heat taken up by the ocean leads to thermal expansion of water masses. This increase
in volume causes the sea level to rise. On global average, the projected steric sea level rise
by 2100 is 14 cm (RCP3-PD) to 29 cm (RCP-8.5) by 2100 (Fig. 4.7). Due to the slow heat
uptake of the deep ocean, the response in sea level rise is strongly delayed. Therefore, the sea
level continues to rise for a long time, even after stabilizing the radiative forcing. By 2300,
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the projected rise is 20 cm (RCP3-PD), 38 cm (RCP4.5), 52 cm (RCP6), and 99 cm (RCP8.5).
Assuming a constant forcing after 2300, the sea level will rise by another 77 cm during the
following 700 years in the high RCP8.5 scenario (Fig. 4.7), while the additional committed
increase is limited to 39cm in the cc simulation (not shown). In RCP6 and RCP4.5, the
additional rise is 39 cm and 24 cm under constant COg levels (5cm and -2cm in cc). Even
in the low RCP3-PD scenario, where a stringent climate policy is assumed to strongly limit
greenhouse gas emissions in the 21st century, the sea level is projected to rise by another 50%
(10cm) to 30 cm during 700 years after 2300 when assuming constant forcings. In contrast,
the sea level immediately starts to decrease again and reaches 11 cm by 3000, when COs
emissions and other forcings are instantaneously set to preindustrial values in 2300 resulting
in an abrupt reduction of the radiative forcing by about 50% (1 W m~2) in the cc simulation.

Ocean acidification

A significant amount of the CO9 emitted to the atmosphere is taken up by the ocean, which
leads to ocean acidification (see section 1.4.2 and chapter 2 for an introduction and definition
of terms). The simulated global mean surface aragonite saturation state (arag) decreases by
about 0.4 from 3.2 to 2.8 during the historical period (1820-2000; Fig. 4.8a). The global mean
surface pH decreases from 8.16 to 8.08 (Fig. 4.8b). These decreases are essentially the same
as simulated with the NCAR CSM1.4 model (Chapter 2) but the absolute values of global
mean surface (urag are somewhat lower (0.2) in the simulation with the Bern3D-LPX model.
This is mostly due to lower values in the Tropics and in the Arctic Ocean (Fig. 4.8¢c). In the
Tropics, the Bern3D-LPX model is clearly biased low, while the NCAR CSM1.4 matches the
observation based estimates quite well. At high latitudes both models tend to simulate lower
surface Qarqg than estimated from observations. Observations in the Arctic Ocean, however,
are relatively scarce.

The projected decrease in global mean surface {,ra over the 21st century is -1.22, -0.83,
-0.55 for the RCP8.5, RCP6, and RCP4.5 scenarios. In the RCP3-PD scenario, it decreases
by about -0.28 in the first half of the century and then starts to increase slowly in response
to the decreasing atmospheric COz in the second half of the century (Fig. 4.8a). Surface pH
shows a similar response and values of 7.73, 7.86, 7.93, and 8.02 are projected by 2100 for
the RCP8.5, RCP6, RCP4.5, and RCP3-PD scenarios, respectively (Fig. 4.8b).

The response in surface (2,;ag in the RCP8.5 scenario is very similar to the response in SRES-
A2 simulated with the NCAR CSM1.4 model (Qurag decrease of -1.20), while the decrease in
pH is more pronounced in RCP8.5 with the Bern3D model. It has to be noted, however, that
atmospheric COq is about 10% higher in RCP8.5 (927 ppm) than in SRES-A2 (844 ppm) by
2100. The RCP4.5 scenario is comparable to the SRES-B1 simulation with NCAR CSM1.4 in
terms of atmospheric CO2 by 2100 (only 1 ppm difference) as well as in the pH decrease, but
the simulated decrease in global mean surface {2, is larger in SRES-B1 (-0.63; Fig. 4.8a).
The projected surface urag by 2100 of 2.3, 2.0, and 1.6 for RCP4.5, RCP6, and RCP8.5
are at the lower end of the uncertainty ranges found with the Bern2.5CC model for different
assumptions of carbon cycle parameters and climate sensitivity (cf. Fig. 14.2 in Chapter 5).
In RCP3-PD, the projected value of 2.6 is lower than the uncertainty range obtained with
Bern2.5CC (2.8-3.2). However, the values are compatible when correcting for the low bias
in Bern3D-LPX of ~0.2 for present-day (arag. After 2100, surface ,rag stabilizes relatively
soon at about 1.9 and 2.3 in the RCP4.5 and RCP6 scenarios, respectively, as a result of
stabilizing atmospheric COg3 levels. In RCP3-PD, ,,,¢ continues to increase to 2.9 by 2300,
while in the high-emission scenario RCP8.5 it decreases to 1.0, which means that large parts
of the global surface ocean would become undersaturated with respect to aragonite by 2300.

The Arctic Ocean was found to be very sensitive to ocean acidification and to show a more
complex response to increasing CO2 and climate change as most other regions in simulations
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Figure 4.8: Simulated (a) surface Qarag and (b) pH, globally averaged (bold lines) and in the Arctic Ocean
(thin lines). Solid lines are results from Bern3D-LPX under the RCP3-PD (blue), RCP4.5 (green), RCP6
(red), and RCP3-PD (black) scenarios and their extensions to 2300; dashed lines indicate results from NCAR
CSM1.4-carbon under the SRES A2 (black) and Bl (green) scenarios (cf. Chapter 2). (c) Zonally aver-
aged surface Qarag simulated with Bern3D-LPX (black) and NCAR CSM1.4-carbon (red) under preindustrial
(dashed) and 1995 (solid) conditions. Blue lines indicate annual mean estimates based on observational data
from WOAO1 (Conkright et al., 2002) and GLODAP (Key et al., 2004). The blue star indicates an estimate
for surface Qarag in the Arctic based on data from three cruises during summer (cf. Chapter 2).

with the NCAR CSM1.4-model (Chapter 2; Frolicher & Joos, 2010). In the RCP8.5 and
RCP4.5 simulations with the Bern3D-LPX model, the decreases in (2uag, and particularly
in pH, projected for the Arctic Ocean are less pronounced (Fig. 4.8a,b) and the response
in the Arctic is similar to the global average. This, however, is likely related to the simpler
representation of processes (e.g. sea ice dynamics or the hydrological cycle) and to the very
coarse resolution at high latitudes (only 1.5 boxes in latitude in the Arctic) in the Bern3D
model. It illustrates the limitations of a model of intermediate complexity.

In contrast to the surface ocean, where (2,55 follows closely the evolution of atmospheric
COgy, the pattern and timing at depth is more complex as it depends on the transport of
anthropogenic carbon from the surface to the deep ocean. The simulated saturation hori-
zon by the year 2000 is somewhat too deep in the Atlantic (Fig. 4.9), when compared to
observation-based estimates (Fig. 4 in Chapter 2). In the Pacific, the decreasing depth of the
saturation horizon towards the north is represented well (not shown), particularly in compar-
ison with the results from the NCAR CSM1.4 model, which lacks this feature in the North
Pacific (Chapter 2). By 2100, the saturation horizon is projected to rise significantly in the
Southern Atlantic in all four RCP scenarios (Fig. 4.9). It reaches the surface in RCP4.5,
RCP6, and RCP8.5 at about 65°S, 55°S, and 48°S, respectively. In RCP3-PD the South
Atlantic remains slightly oversaturated by 2100. Interestingly, the depth of the saturation
horizon between 40 °S and 40 °N by 2100 depends only relatively weakly on the scenario. It
remains at 2500-3000 m, while the ’bubble’ of undersaturated waters at about 500 m depth
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increases by a slightly different degree in the four scenarios.

In the North Atlantic and Arctic Ocean, the differences between the scenarios are again more
pronounced. Undersaturation of the Arctic surface ocean by 2100 is projected in all scenarios,
with increasing severity. In the RCP3-PD scenario, however, most of the subsurface waters
to a depth of 2500 m remains supersaturated. With higher atmospheric CO2 levels in the
other scenarios, more of these waters become undersaturated and in RCP8.5, large parts of
the North Atlantic are undersaturated from surface to depth (Fig. 4.9). From 2100 to 2300,
anthropogenic COs continues to invade the ocean, even if atmospheric COs is stabilized
(RCP4.5 and RCP6) or decreased (RCP3-PD). Consequently, the total amount of carbon
released to the atmosphere becomes more relevant by 2300 than by 2100 as can be seen by
the differences between scenarios in the projected aragonite saturation state by 2300 (Fig.
4.9).

4.4.4 Carbon cycle changes in the RCP scenarios

In this section, the simulated response of the carbon cycle in the RCP scenarios is discussed.
Figure 4.10 shows the simulated changes in the different carbon reservoirs over the industrial
period and for the four RCP scenarios. They represent all changes in the closed carbon cycle
system, i.e. all changes add up to zero at any time. In the standard simulations shown here,
the atmospheric carbon content (cyan) is prescribed and the ocean (blue), sediment (red),
and land (green) carbon stock changes are simulated by the model. The change in terrestrial
carbon also includes fluxes related to anthropogenic land use. The budget is then closed by
the change in fossil fuel reserves or other carbon storage (black). The flux causing the changes
in this reservoir is termed 'implied fossil-fuel emissions’, but it can also include fluxes from
other sources or sinks not simulated by the model. Particularly, it includes also the removal
of carbon from the simulated atmosphere-land-ocean-sediment system, e.g. by removing CO»2
from the atmosphere by carbon capture and storage techniques. This is required for example
in the RCP3-PD scenario after 2050 to attain the prescribed atmospheric COq levels (Fig.
4.10). The ocean acts as a carbon sink and by 2300 has taken up 25% (RCP8.5), 45% (RCP6),
50% (RCP4.5), and 70% (RCP3-PD) of the carbon released from land and fossil fuels. The
response of the land carbon pools is more complex due to the interaction of land use and
natural vegetation and the release of carbon from soils. Generally, the land (including land-
use change) acts as a net source in all scenarios. The changes in carbon stored in sediments
(ocean sediment compartment plus net changes from burial and weathering fluxes) are very
small compared to other changes and on minor importance on these timescales (Fig. 4.10).
In the following, implied CO42 emissions and changes in terrestrial carbon stocks are discussed
in more detail.

CO5 emissions

The RCP scenarios are defined by radiative forcing targets and therefore the primary forcing
mechanism for climate models are the atmospheric greenhouse gas concentrations and not
the emissions (Hibbard et al., 2007; van Vuuren et al., 2011, Chapter 1). The approach for
coupled carbon cycle-climate models is to calculate the corresponding fossil-fuel COsy emis-
sions compatible with the concentration scenario. These emissions can then be compared to
other carbon cycle-climate models and to emissions from IAMs® for different socio-economic
scenarios and mitigation strategies (Moss et al., 2010). The RCP greenhouse gas concentra-
tions used to force the models have been calculated with the MAGICC6 model based on the
emissions calculated by the IAMs for the selected pathways (Meinshausen et al., 2011). By
comparing the implied emissions of a model with these emissions, the carbon cycle dynamics

8Integrated Assessment Models
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Figure 4.9: Zonally averaged arag in the Atlantic and Arctic Ocean by 1820, 2000, 2100, and 2300 simulated
with Bern3D-LPX under the extended RCP3-PD, RCP4.5, RCP6, and RCP8.5 scenarios. The black line
indicates the saturation horizon (where Qarag = 1).

and feedbacks of that model are implicitly compared with those of the MAGICC model. In
the same way, implied historical emissions by prescribing historical CO9 concentrations can
be compared with the reconstructed emissions.

Over the historical period (1800 to 2005), the implied cumulative fossil-fuel (FF) emissions
simulated with the Bern3D-LPX model are 77 GtC lower than the reconstructed emissions
(Fig. 4.11a). Consequently, in a simulation with specified historical FF emissions and free
atmospheric COz (histC_TOT), the simulated CO2 concentrations are higher than observed
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Figure 4.10: Changes in the carbon content of atmosphere (cyan), ocean (blue), sediments (red; ocean
sediment compartment plus net changes from burial and weathering fluxes), terrestrial vegetation and soils
(green), and fossil fuel reserves or other carbon storage (black) simulated with the Bern3D-LPX model under
the four extended RCP scenarios. Please note the different scale of the vertical axes in the panels.

(24 ppm by 2005, Fig. 4.11e). The concentrations match the historical record closely from
1800 to 1940. Around 1940 the observed COs remains almost constant for about a decade,
while in histC_TOT pCO3 continues to rise during that period. This issue was also found in
an earlier study with the BernCC-LPJ model (Fig. 3 in Strassmann et al., 2008) Accordingly,
the implied FF CO3 emissions are lower during that period than the reconstructed emissions
when prescribing COq (Fig. 4.11¢). From 1950 to 2005 the discrepancy is somewhat smaller
but the implied emissions are still lower as reconstructed, and COs levels rise faster than in
the simulation with prescribed emissions (histC_TOT). This suggests that the simulated CO4
uptake by ocean and land is too weak and/or the emissions from land-use change are too
high during the historical period. Uncertainties in the reconstructed emissions (0.3 GtC/yr;
Canadell et al., 2007) can potentially explain about 25% of the difference between 1940 and
2005. The ocean uptake of 1.5 GtC/yr for the period 1959 to 2005 is at the lower end of the
range of 1.94+0.4 GtC/yr estimated by Canadell et al. (2007). Given this uncertainty range,
the relatively weak oceanic sink can potentially explain up to 68% of the deviation from
reconstructed emissions between 1940 and 2005. Accordingly, 7% to 100% of the difference
can be attributed to a too low net uptake by the land (including land use), which is only
weakly constrained by observations. In the future projections, the simulated implied FF
emissions remain for the most part smaller than specified in the scenarios (Fig. 4.11c). The
simulated cumulative FF emissions (2000 to 2300) are 19% (RCP4.5) to 44% (RCP3-PD)
smaller. Consequently, atmospheric COy concentrations are higher in simulations where FF
COg emissions are prescribed (Fig. 4.7).

Similar to the FF COs emissions, the simulated land-use fluxes can be compared to the
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Figure 4.11: (a) Diagnosed cumulative fossil-fuel CO2 emissions from simulations with the Bern3D-LPX
model with prescribed CO2 concentrations from the four extended RCP scenarios (solid lines). Dashed lines
indicate reconstructed historical emissions (1800-2005) and the emissions corresponding to the four RCP
scenarios (which have been used to calculate the prescribed CO2 concentrations). (b) Diagnosed cumulative
net CO2 emissions related to land-use change including all feedbacks and indirect effects (estimated from
the difference of simulations with and without land-use changes and prescribed atmospheric CO2). Dashed
lines indicate land-use emissions assumed for the RCPs. (c,d) Same as (a) and (b) but for annual emissions.
The diagnosed emissions from Bern3D-LPX (solid lines) have been smoothed (31-year running mean). (e)
Reconstructed historic atmospheric CO2 concentrations (1800-2005) prescribed in the standard simulations
(black) and diagnosed in a simulation with prescribed CO2 emissions (red).

land-use emissions provided by the RCP scenario community. Land use fluxes consist of the
direct carbon release from land-use change (‘book-keeping’ fluxes) and indirect fluxes due to
a fertilization feedback and ‘lost sinks’, because converted areas are less efficient as a COq-
fertilized carbon sink (Strassmann et al., 2008). The net land-use flux, including all feedbacks
and indirect effects, is estimated from simulations with and without land-use change, while
keeping all other forcings identical. Over the historical period, the simulated net land-use flux
is largely compatible with the harmonized emissions from the RCP database (Fig. 4.11d). In
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the future projections, however, this picture changes. In the RCP8.5 scenario, the simulated
net land-use flux continues to increase, while the RCP land-use emissions decrease almost to
zero by 2100. The additional land-use fluxes can probably attributed mostly to lost sinks
(Strassmann et al., 2008). As a result, the simulated cumulative net land-use flux is about
165 GtC larger than assumed in the RCP8.5 scenario. In contrast, the simulated cumulative
net flux is about 100 GtC lower by 2300 for the RCP4.5 than specified (Fig. 4.11b). This can
be explained by the fact that in this scenario the land-use area is reduced shortly after 2005
(Fig. 4.12d). The conversion of land-use areas back to natural vegetation and the effect of
‘gained sinks’ leads to a negative net land-use flux in this simulation, which is not present in
the specified land-use emissions for RCP4.5.

An important caveat has to be mentioned here: Unfortunately, an error was found in the LPX
model implementation at the time of writing this chapter. Due to this error, water limitation
was not in effect when simulating vegetation growth on land-use areas, probably resulting in
too low land-use emissions. The simulations will be redone with a corrected model version
but this was not possible within the time frame of this thesis.

Changes in terrestrial carbon stocks

Over the historical period, a reduction in vegetation carbon of about 120 GtC is simulated,
while soil and litter carbon stocks gain about 25 GtC (Fig. 4.12a). The loss in vegetation
carbon is due to land-use change. The integrated net ecosystem production (NEP) is positive
over that period but this increase is superimposed by a larger removal of vegetation by land
use (Fig. 4.12b), which makes the land to a net source of carbon. In a simulation without
land-use change, all land carbon pools increase (Fig. 4.12c¢) and the land acts as a carbon
sink during the historical period.

The projected changes in vegetation carbon in the four RCP scenarios can be divided in
two groups with respect to the prescribed change in land-use area. In the RCP4.5 and
RCP6 scenarios the land-use area decreases after the year 2005, whereas in the RCP8.5 and
RCP3-PD it continues to increase (Fig. 4.12d). In the first group (RCP4.5 and RCP6),
the vegetation carbon stocks start to increase again and most of the vegetation carbon lost
during the historical period is regained by 2100 (Fig. 4.12a). From 2100 to 2300, where the
land-use area is kept constant, the increase in vegetation carbon continues and by 2300 25 to
40 GtC more carbon is stored in vegetation than at preindustrial times in these scenarios. The
vegetation carbon increase is driven by fertilization due to higher atmospheric COs levels,
climate change, and by the conversion of used land area back to natural vegetation, which
acts as a more efficient CO5 sink. The latter seems to play an important role, as can be
seen in the significantly higher productivity independent of lower or higher atmospheric CO2
levels and temperatures than in the RCP8.5 and RCP3-PD scenarios, where the land-use
area continues to increase in the 21st century (Fig. 4.12b). In contrast to the first group, the
RCP8.5 and RCP3-PD scenarios show almost no change in vegetation carbon during the 21st
century (Fig. 4.12a). This means, that in both scenarios the carbon lost from increased land
use is compensated by increased productivity due to CO» fertilization and climate change.
The COg levels, however, are very different in the two scenarios, while an about equal amount
of carbon is lost directly because of land-use change (Fig. 4.12c). This can only be explained
with the effect of lost sinks, which scales with the COg level (Strassmann et al., 2008). In
the RCP3-PD scenario, the land-use emissions are only slightly amplified by feedbacks and
lost sinks so that a relatively small COs fertilization effect is required to compensate the
net land-use flux. In the RCP8.5, on the other hand, both the COs-fertilized productivity
and the effect of lost sinks is high due to higher CO4, which leads to a net compensation as
in the low RCP3-PD scenario. From 2100 to 2300, the vegetation carbon decreases slightly
in RCP3-PD owing to constant land use and a small reduction in COs levels, whereas it
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Figure 4.12: (a) Changes in terrestrial carbon stocks simulated with Bern3D-LPX under the extended

RCP8.5 (black), RCP6 (red), RCP4.5 (green), and RCP3-PD (blue) scenarios. Solid lines indicate vegetation
carbon (including land-use changes), dashed lines indicate the carbon content of soils and litter. (b) Changes
in carbon stocks from changes in the net ecosystem production (NEP, i.e. net changes in productivity and
heterotrophic respiration; dashed lines) and direct land-use changes (product pools; dotted lines). Both, NEP
and direct land-use changes as well as vegetation and soil/litter carbon in (a) add up to the total change in
terrestrial carbon stocks (solid lines). (¢) Same as (a) but for a simulation without land-use change. (d)
Land-use area changes in the four RCP scenarios prescribed in the standard simulations (constant after 2100).

increases in RCP8.5 due to the continued increase in COs that stimulates productivity. In
simulations without land-use change, vegetation carbon stocks increase in all scenarios (Fig.
4.12c). The increase scales approximately with the COs level, with saturation at very high
levels in the RCP8.5 scenario, and reaches 75 GtC (RCP3-PD) to 310 GtC (RCP8.5) by 2300.
This illustrates the importance of land-use changes in terms of direct but also indirect fluxes.

After the increase over the historic period, the amount of carbon stored in soils and litter
starts to decrease in the first half of the 21st century in all scenarios (Fig. 4.12a). By
2100, soil and litter carbon stocks are projected to be about 20 GtC (RCP4.5) to 50 GtC
(RCP8.5) smaller than at preindustrial times and thereby contributing to the atmospheric
COg, increase. However, this potential contribution of 9-24 ppm (neglecting feedbacks and
ocean uptake) is small compared to the total increase in atmospheric CO9 of 140-645 ppm by
2100. In the long term, the decrease in soil and litter carbon is approximately proportional
to the temperature increase. The strong temperature increase in the RCP8&.5 scenario leads
to a large soil carbon release of about 500 GtC by 2300 (Fig. 4.12a), which dominates the
total change in land carbon (Fig. 4.12b). The decrease of 250 GtC in RCP6 is also relatively
large, while the decreases in RCP3-PD and RCP4.5 are of the same order of magnitude as
the changes in vegetation carbon. To relate this losses of carbon from soils to the atmosphere
they are compared to the corresponding cumulative fossil-fuel CO2 emissions in the scenarios
(Table 4.3). The amount of carbon lost from soils (2000-2300) correspond to 12-14% of the
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FF emissions in the RCP4.5, RCP6, and RCP8.5 scenarios, and to 78% in the RCP3-PD
scenarios, where negative FF emissions are assumed after 2050. Land use changes have some
effect on changes in soil and litter carbon. During the 21st century, land-use change tends
to enhance the loss of carbon from soil and litter pools, particularly in the RCP6 simulation.
From 2100 to 2300, where land-use areas are kept constant, the decrease in soil and litter
carbon is slower in the RCP3-PD and RCP4.5 simulations when applying land-use changes
than in simulations without land use. In the RCP6 scenario, however, the decrease is still
faster with land use like in the 21st century. In the RCP8&.5 scenario land use has only a very
limited effect on the large change in soil carbon (Fig. 4.12a,c).

The large amount of carbon released in the RCP8.5 scenario by 2300 (~500 GtC, which is
about a third of the initial stock) stems mostly from mineral soils at high northern latitudes
(Fig. 4.13, Table 4.3). The contribution of carbon released from northern peatlands is
relatively small (~30GtC). Mineral soils store up to 60kgm=2 carbon in a cold climate
which can be released when temperatures rise, soils thaw, and respiration in enhanced. By
2300, most of this carbon is projected to be lost and the high soil carbon contents have
mostly decreased to 5-15kgm™2, which corresponds to values also found in many temperate
and tropical regions (Fig. 4.13). The amount of carbon released depends largely on the
initial stock. In a simulation without sublayer hydrology (i.e. soils are not able to freeze),
the simulated present-day soil carbon content is about 30% lower (~1100 GtC) than in the
standard simulation. Consequently, the amount of carbon released is also smaller. This
demonstrates the importance of a realistic representation of the carbon storage in soils with
respect to both, the amount of carbon stored and the mechanisms related to the carbon
release (e.g. thawing of permafrost soils). This is particularly true for the high emission
scenarios and on longer time scales.

4.4.5 Temperature stabilization

Four temperature stabilization simulations are performed to quantify the allowable CO9 emis-
sions compatible with temperature targets of 1.5, 2.0, 3.0, and 4.0°C above preindustrial
global mean temperatures. Following (Zickfeld et al., 2009) COqy emissions are adjusted by
a temperature tracking method (described in Appendix B.4) to follow the prescribed tem-
perature profiles (Fig. 4.14a). The temperature profiles are generated using a cubic spline
interpolation that matches the slope of the temperature at the end of the historical simulation.

To stabilize global mean surface temperatures at 1.5°C above preindustrial, atmospheric
CO; has to be stabilized shortly after 2020 at about 415ppm (Fig. 4.14b). Accordingly,
COg2 emissions must be sharply reduced to less than 1 GtC/yr in the first half of the 21st
century (Fig. 4.14c). The corresponding allowable cumulative emissions (2005-2300) are
390 GtC (Fig. 4.14d). Higher CO4 levels of 460 ppm, 600 ppm, and 770 ppm by 2300 lead to
a stabilization at the higher temperature targets. In those cases, CO2 emission reductions

Table 4.3: Simulated changes (GtC; 2000 to 2300) in the amount of carbon stored in northern peatlands
(Peat), natural mineral soils (Nat.), and soils of used land (LU). The total change is related to the cumulative
fossil-fuel emissions (% Err) of the same period.

Scenario  Peat Nat. LU Total %Erpp
RCP3-PD +3 -82 -4 -83 78%
RCP4.5 -1 43 -Tr -121 14%
RCP6 -6 -110 -108 -224 16%
RCP8.5 -34 -384 -T1 -483 12%
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Figure 4.13: Changes in terrestrial carbon stocks from 2000 to 2300 simulated with Bern3D-LPX under the
extended RCP8.5 scenario. (a) Global changes in total land carbon (black), carbon stored in natural mineral
soils (red), in soils of land-use areas (blue), in northern peatlands (cyan), and in vegetation/litter (green).
Maps of changes (b) in the carbon content of natural mineral soils from 2000 (c) to 2300 (d)

are allowed to occur later and at a slower rate. For the high 4 °C target, emissions of about
10 GtC/yr during a large part of the 21st century are compatible with the target but must be
reduced at a relatively fast rate in the following century. The allowable cumulative emissions
by 2300 for the 2, 3, and 4°C targets are 580 GtC, 1030 GtC, and 1520 GtC, respectively
(Fig. 4.14d).

In these simulations, the land-use area is kept constant after 2005. Therefore, the diagnosed
allowable emissions also include potential emissions after 2005 related to land-use change.
This is different than in the RCP simulations where land-use changes occur in the 21st
century and the associated emissions are not included in the diagnosed implied fossil-fuel
emissions. Further, the radiative forcing from other greenhouse gases and aerosols is reduced
to zero by 2300 in the temperature stabilization simulations. Thus, any radiative forcing from
these agents is also implicitly included in the COq forcing and the allowable CO5 emissions
diagnosed here should be viewed as total COs-equivalent emissions.

Zickfeld et al. (2009) reported a median estimate of allowable emissions of 590 GtC for the
2° temperature stabilization target, which is only slightly higher than found here. They
have quantified the cumulative emissions for the 2, 3, and 4°C targets with the University
of Victoria Earth System Climate Model (UVic ESCM) for different assumptions of climate
sensitivity and the strength of the climate-carbon cycle feedback. The results presented
here are largely compatible with their simulations where a climate sensitivity of 4°C with
a medium feedback or a climate sensitivity of 3.6°C with a strong feedback was assumed.
3.6°C is the standard climate sensitivity of the UVic ESCM, which is slightly higher than the
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Figure 4.14: Global mean surface air temperatures, atmospheric COz, and CO3 emissions simulated over the
historical period and for four temperature stabilization profiles from 2000 to 2300. The prescribed temperature
profiles which stabilize at 1.5, 2.0, 3.0, and 4.0 °C above preindustrial temperatures are also shown in the first
panel (smooth lines). The temperature tracking method leads to large fluctuations in annual CO2 emissions,
which have been smoothed out with a 40-year running mean filter. The other panels show annual mean values.

sensitivity of the Bern3D-LPX model used here (3.2°C).

4.5 Summary & Conclusions

The Bern3D-LPX model has been applied to perform a large set of coupled climate-carbon
cycle simulations over the last millennium and into the future under different scenarios. It is
the first application of this model with a fully coupled carbon cycle. Also, a new land surface
albedo has been implemented and verified with present-day observations. A radiative forcing
of -0.25 Wm™2 from land-use induced surface albedo changes is simulated for the year 2005.
This negative forcing counteracts the positive radiative forcing caused by CO, emissions
from land-use changes and the resulting net forcing is about 40% smaller when including
both effects. With increasing temperatures in future scenarios, the average snow cover is
reduced and the climate-albedo feedback becomes relevant. In the high baseline scenario
RCPS8.5, albedo changes from natural vegetation areas contribute about 8% (41.1 Wm™2)
to the total radiative forcing by 2300. This forcing is offset by -0.4 Wm™2 from land-use
induced albedo changes. The surface albedo feedback increases the climate sensitivity of the
model by 0.2°C.

Future temperatures, steric sea level rise, and ocean acidification are projected for the four
RCP scenarios and their extensions. Projected changes in the global mean temperature
by 2100 range from 1.8°C in the low mitigation scenario (RCP3-PD) to 4.6°C in the high
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baseline scenario (RCP8.5). By 2300, a warming of 1.5°C to 9.4°C is projected. Changes in
sea level due to thermal expansion are delayed with respect to the surface warming because
of the large heat capacity of the ocean. The projected sea level rise is 14cm to 29 cm by
2100 and 20cm to 99cm by 2300 for the four scenarios. Committed changes by 2300 are
quantified by extending the simulations to the year 3000 under different assumptions. Further,
simulated carbonate saturation ({2arag) and pH in the ocean are compared with observation-
based estimates as well as with the results from the NCAR CSM1.4 and Bern2.5CC models
presented in chapters 2 and 5. Generally, the simulated changes are similar to those found
with the NCAR CSM1.4 and Bern2.5CC models, but absolute values of the surface aragonite
saturation state in Bern3D-LPX are somewhat too low. Projected global mean surface (2rag
range from 1.6 to 2.6 by 2100. Undersaturation of surface waters is projected in all scenarios
for the Arctic Ocean and in all scenarios except RCP3-PD for the Southern Ocean. By 2300,
the projected global mean (2, range from 2.9 in RCP-3PD to 1.0 in the RCP8.5 scenario,
which means a widespread undersaturation of the global oceans in the high baseline scenario.

Implied fossil fuel (FF) CO2 emissions diagnosed in the standard simulations with prescribed
atmospheric COz are lower than reconstructed for the historical period (after 1940) and
also lower than the emissions assumed in the four RCP scenarios, which have been used to
calculate the prescribed concentrations with the MAGICC6 model. Consequently, simulated
COy concentrations are higher in the emission-driven simulations. This implies relatively
weak terrestrial and oceanic carbon sinks and/or large land-use CO4 emissions simulated by
the Bern3D-LPX model. The simulated ocean uptake is at the lower end of observation-
based estimates and therefore likely to cause some of the differences. Land use related COo
emissions (including feedbacks and indirect effects) are largely compatible with reconstructed
emissions over the historical period. In the future scenarios, simulated CO9 emissions that
can be attributed to land-use changes differ from the emissions assumed in the RCP scenarios.
This is most likely due to the effect of lost sinks (Strassmann et al., 2008) and may contribute
to the differences in implied future FF COy emissions. With rising global temperatures, a
significant amount of carbon is lost from soils in the long-term. The losses from 2000—
2300 amount to 12-16% of the corresponding FF COy emissions in the same period for the
RCP4.5, RCP6, and RCP8.5 scenarios, and to 78% in the RCP3-PD low mitigation scenario.
The different responses of the carbon cycle in the MAGICC6 and Bern3D-LPX models under
future scenarios is likely a combination of the different effects mentioned above. In the
high RCP8&.5 scenario, for example, indirect land-use effects and carbon lost from soils can
potentially explain about 60% of the difference in cumulative emissions between 2000 and
2300. The remaining part would be attributed to a weaker oceanic carbon sink. Some care
has to be taken when interpreting these results because the simulated land-use emissions are
likely too low as mentioned earlier in section 4.4.4.

Allowable emissions are quantified for four temperature stabilization pathways from 2000
to 2300 by using a temperature-tracking method. The simulated allowable cumulative COq
emissions are 390 GtC (stabilization at 1.5°C), 580 GtC (2°C), 1030 GtC (3°C), and 1520 GtC
(4°C). The radiative forcing associated with these emissions also include the forcing from
non-COy greenhouse gases and aerosols.

The results presented here provide an overview of the main characteristics of the coupled
model and newly implemented features. There are many possibilities for further, more de-
tailed analyses. These could cover a detailed carbon cycle-climate feedback analysis, an
extended assessment of land-use related fluxes, or a closer look at the numerous commitment
and irreversibility simulations. Also, the simulations over the last millennium are just men-
tioned briefly here and provide a resource for additional work (e.g. on volcanic eruptions
that seem to have a relatively large impact on ocean circulation and global temperatures in
this model). Further, the analyses could be extended with a more regional view of changes
by exploring the two- and three-dimensional output fields of the model. Some of this will be



126 4. COUPLED CARBON CYCLE-CLIMATE SIMULATIONS WITH BERN3D-LPX

done within the EMIC AR5 project, also including results from other participating groups.
Moreover, the simulations presented here are also performed within a probabilistic frame-
work. In this ongoing study, uncertainties in climate sensitivity, carbon cycle, and radiative
forcing parameters are considered by using a Monte Carlo based approach and observational
data constraints to provide probabilistic projections (see outlook in Chapter 7).
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CHAPTER 14

Impact of climate change mitigation
on ocean acidification projections

Fortunat Joos, Thomas L. Frolicher, Marco Steinacher,

and Gian-Kasper Plattner

14.1 Introduction

Ocean acidification caused by the uptake of carbon
dioxide (CO,) by the ocean is an important global
change problem (Kleypas et al. 1999; Caldeira and
Wickett 2003; Doney et al. 2009). Ongoing ocean acidi-
fication is closely linked to global warming, as acidifi-
cation and warming are primarily caused by continued
anthropogenic emissions of CO, from fossil fuel burn-
ing (Marland et al. 2008), land use, and land-use
change (Strassmann et al. 2007). Future ocean acidifi-
cation will be determined by past and future emis-
sions of CO, and their redistribution within the earth
system and the ocean. Calculation of the potential
range of ocean acidification requires consideration of
both a plausible range of emissions scenarios and
uncertainties in earth system responses, preferably by
using results from multiple scenarios and models.
The goal of this chapter is to map out the spatio-
temporal evolution of ocean acidification for differ-
ent metrics and for a wide range of multigas climate
change emissions scenarios from the integrated
assessment models (Naki¢enovié 2000; Van Vuuren
et al. 2008b). By including emissions reduction sce-
narios that are among the most stringent in the cur-
rent literature, this chapter explores the potential
benefits of climate mitigation actions in terms of
how much ocean acidification can be avoided and
how much is likely to remain as a result of inertia
within the energy and climate systems. The long-
term impacts of carbon emissions are addressed
using so-called zero-emissions commitment scenar-
ios and pathways leading to stabilization of atmos-
pheric CO,. Discussion will primarily rely on results
from the cost-efficient Bern2.5CC model (Plattner

et al. 2008) and the comprehensive carbon cycle-
climate model of the National Centre for
Atmospheric Research (NCAR), CSM1.4-carbon
(Steinacher et al. 2009; Frolicher and Joos 2010).

The magnitude of the human perturbation of the
climate system is well documented by observations
(Solomon et al. 2007). Carbon emissions from human
activities force the atmospheric composition, cli-
mate, and the geochemical state of the ocean towards
conditions that are unique for at least the last million
years (see Chapter 2). The current atmospheric CO,
concentration of 390 ppmv is well above the natural
range of 172 to 300 ppmv of the past 800 000 years
(Lithi et al. 2008). The rate of increase in CO, and in
the radiative forcing from the combination of the
well-mixed greenhouse gases CO,, methane (CH,),
and nitrous oxide (N,0) is larger during the
Industrial Era than during any comparable period
of at least the past 16 000 years (Joos and Spahni
2008). Ocean measurements over recent decades
show that the increase in surface-ocean CQ, is being
paralleled by a decrease in pH (Doney et al. 2009).
Ongoing global warming is unequivocal (Solomon
et al. 2007): observational data show that global-
mean sea level is rising, ocean heat content increas-
ing, Arctic sea ice retreating, atmospheric water
vapour content increasing, and precipitation pat-
terns changing. The last decade (2000 to 2009) was,
on a global average, the warmest in the instrumental
record (http://data.giss.nasa.gov/gistemp/). Proxy
reconstructions suggest that recent anthropogenic
influences have widened the last-millennium multi-
decadal temperature range by 75% and that late 20th
century warmth exceeded peak temperatures over
the past millennium by 0.3°C (Franket al. 2010).
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The range of plausible 21st century emissions
pathways leads to further global warming and
ocean acidification (Van Vuuren et al. 2008b;
Strassmann ef al. 2009). Projections based on the sce-
narios of the Special Report on Emissions Scenarios
(SRES) of the Intergovernmental Panel on Climate
Change (IPCC) give reductions in average global
surface pH of between 0.14 and 0.35 units over the
21st century, adding to the present decrease of 0.1
units since pre-industrial time (Orr et al. 2005; see
also Chapters 1 and 3). Comprehensive earth sys-
tem model simulations show that continued carbon
emissions over the 21st century will cause irrevers-
ible climate change on centennial to millennial
timescales in most regions, and impacts related to
ocean acidification and sea level rise will continue
to aggravate for centuries even if emissions are
stopped by the year 2100 (Frélicher and Joos 2010).
In contrast, in the absence of future anthropogenic
emissions of CO, and other radiative agents, forced
changes in surface temperature and precipitation
will become smaller in the next centuries than inter-
nal variability for most land and ocean grid cells
and ocean acidification will remain limited. This
demonstrates that effective measures to reduce
anthropogenic emissions can make a difference.
However, continued carbon emissions will affect
climate and the ocean over the next millennium and
beyond (Archer et al. 1999; Plattner ef al. 2008) and
related climate and biogeochemical impacts pose a
substantial threat to human society.

Thirty years ago, with their box-diffusion carbon
cycle model, Siegenthaler and Oeschger (1978) dem-
onstrated the long lifetime of an atmospheric CO,
perturbation and pointed out that carbon emissions
must be reduced ‘if the atmospheric radiation bal-
ance is not to be disturbed in a dangerous way’. The
United Nations Framework Convention on Climate
Change (UNFCCC) that came into force in 1994 has
the ultimate objective (article 2) ‘to achieve . . . stabi-
lization of greenhouse gas concentrations in the
atmosphere at a level that would prevent dangerous
anthropogenic interference with the climate system.
Such a level should be achieved within a time frame
sufficient to allow ecosystems to adapt naturally to
climate change...” (UN 1992). Scenarios provide a
useful framework for establishing policy-relevant
information related to the UNFCCC. Here, the link

between atmospheric CO, level and ocean acidifica-
tion, and the timescales of change, are addressed.

The outline of this chapter is as follows. In the
next section, we will discuss different classes of sce-
narios, their underlying assumptions, and how
these scenarios are used. Metrics for assessing ocean
acidification are also introduced. In Section 14.3, the
evolution over this century of atmospheric CO,,
global-mean surface air temperature, and global-
mean surface ocean acidification for the recent
range of baseline and mitigation scenarios from
integrated assessment models is presented. In
Section 14.4, the minimum commitment, as a result
of past and 21st century emissions, to long-term cli-
mate change and ocean acidification arising from
inertia in the earth system alone is addressed. In
Section 14.5, regional changes in surface ocean
chemistry are discussed. In Section 14.6, delayed
responses, irreversibility, and changes in the deep
ocean are addressed using results from the compre-
hensive NCAR CSM1.4-carbon model. Finally, in
Section 14.7, idealized profiles leading to CO, stabi-
lization are discussed to further highlight the link
between greenhouse gas stabilization, climate
change, and ocean acidification. The overarching
logic is to use the cost-efficient Bern2.5CC model to
explore the scenario space and uncertainties for
global-mean values and the NCAR CSM1.4-carbon
model to investigate regional details for a limited
set of scenarios. The set of baseline and emissions
scenarios and associated changes in CO, and glo-
bal-mean surface temperature have been previously
discussed (Van Vuuren et al. 2008b; Strassmann et al.
2009). We also refer to the literature for a more
detailed discussion of the NCAR CSM1.4-carbon
ocean acidification results (Steinacher et al. 2009;
Frolicher and Joos 2010).

14.2 Scenarios and metrics

Scenario-based projections are a scientific tool kit
for investigating alternative evolutions of anthro-
pogenic emissions and their influence on climate,
the earth system, and the socio-economic system.
Scenario-based projections are not to be misunder-
stood as predictions of the future, and as the time
horizon increases the basis for the underlying
assumptions becomes increasingly uncertain.
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One class of scenarios includes idealized emis-
sions or concentration pathways to investigate
processes, feedbacks, timescales, and inertia in the
climate system. These scenarios are usually devel-
oped from a natural science perspective and used
for their illustrative power. Examples are a com-
plete instantaneous reduction of emissions at a
given year or idealized pathways leading to stabili-
zation of greenhouse gas concentrations (Schimel et
al. 1997). Another class of emissions scenarios has
been developed using integrated assessment frame-
works and integrated assessment models (IAMs) by
considering plausible future demographic, social,
economic, technological, and environmental devel-
opments. Examples include the scenarios of the
IPCC SRES (Naki¢enovic et al. 2000) and the more
recently developed representative concentration
pathways (RCPs; Moss et al. 2008, 2010; Van Vuuren
et al. 2008a).

The SRES emissions scenarios do not include
explicit climate change mitigation actions. Such sce-
narios are usually called baseline or reference sce-
narios. In this chapter, results based on the two
illustrative SRES scenarios Bl and A2, a low- and a
high-emissions baseline scenario, are discussed
(Fig. 14.1). The SRES scenarios have been widely
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Cumulative carbon emissions [Gt C]

AIM IPAC

IMAGE

used in the literature and in the IPCC Fourth
Assessment Report. They are internally consistent
scenarios in the sense that each is based on a ‘narra-
tive storyline’ that describes the relationships
between the forces driving emissions. The 21st cen-
tury emissions of the major anthropogenic green-
house gases [CO, CH, N,O, halocarbons, and
sulphur hexafluoride (SF,)], aerosols and tropo-
spheric ozone precursors [sulphur dioxide (SO,),
carbon monoxide (CO), NO,, and volatile organic
compounds (VOCs)] are quantified with IAMs. The
extent of the technological improvements contained
in the SRES scenarios is not always appreciated.
The SRES scenarios include already large and
important improvements in energy intensity
(energy used per unit of gross domestic product)
and the deployment of non-carbon-emitting
energy supply technologies compared with the
present (Edmonds et al. 2004). By the year 2100, the
primary energy demand in the SRES scenarios
ranges from 55% to more than 90% lower than had
no improvement in energy intensity occurred. In
addition, in many of the SRES scenarios the deploy-
ment of non-carbon-emitting energy supply sys-
tems (solar, wind, nuclear, and biomass) exceeds
the size of the global energy system in 1990.

B(a)

MiniCam EPPA MESSAGE SRES

Figure 14.1  Cumulative CO, emissions in gigatonnes of carbon (Gt C) over the 21st century for a range of baseline (B; red), climate mitigation (blue), ad
the SRES A2 and B1 (black) scenarios. The numbers related to the mitigation scenarios indicate the radiative forcing targets itV m™ imposed in the IAMs. The
labels below the columns refer to the IAMs used to quantify the scenarios (Weyantet al. 2006) and to the SRES scenarios (Nakicenovi¢ 2000), respectively.
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However, by design they do not include explicit
policies to mitigate greenhouse gas emissions,
which would lower the extent of climate change
experienced over the 21st century.

Progress in developing multigas mitigation sce-
narios after the SRES report now allows for a com-
parison between consequences for the earth system
of climate mitigation versus baseline scenarios.
Figure 14.1 illustrates the relationship between sce-
narios and individual IAMs and how individual
mitigation scenarios are linked to a specific baseline
scenario for the post-SRES set of scenarios. Many
mitigation scenarios were generated with several
IAMs as part of the Energy Modeling Forum Project
21 (EMF-21; Weyant et al. 2006). The IAMs feature
representations of the energy system and other
parts of the economy, such as trade and agriculture,
with varying levels of spatial and process detail.
They also include formulations to translate emis-
sions into concentrations and the associated radia-
tive forcing (RF). The latter is a metric for the
perturbation of the radiative balance of the lower
atmosphere-surface system. Scenarios are gener-
ated by minimizing the total costs under the con-
straints set by societal drivers (e.g. population,
welfare, and technological innovation) and most
are related to SRES “storylines’. Adding a constraint
on RF in a baseline scenario leads to a scenario with
policies specifically aimed at mitigation. The miti-
gation scenarios analysed here are constrained by
stabilization of total RF in the period 2100 to 2150
with RF targets ranging from 2.6 to 5.3 W m”. From
the wider set of baseline and mitigation scenarios
described in the literature, four have been specifi-
cally selected and termed representative concentra-
tion pathways (RCPs). These include two mitigation
scenarios with a RF target of 2.6 and 4.5 W m ™ and
two baseline scenarios with a RF of around 6 and
8.5 W m ™ by the end of this century.

Two metrics appear particularly well suited for
characterizing the outcome of a scenario in terms of
ocean acidification. These are changes in pH and
changes in the saturation state of water with respect
to aragonite, a mineral form of calcium carbonate
(CaCO,) secreted by marine organisms. Ocean
uptake of the weak acid CO, from the atmosphere
causes a reduction in pH and in turn alters the
CaCO, precipitation equilibrium (see Chapter 1).

Recent studies indicate that ocean acidification due
to the uptake of CO, has adverse consequences for
many marine organisms as a result of decreased
CaCO, saturation, affecting calcification rates, and
via disturbance to acid-base physiology (see
Chapters 6-8). Vulnerable organisms that build
shells and other structures of CaCO, in the rela-
tively soluble form of aragonite or high-magnesian
calcite, but also organisms that form CaCQO, in the
more stable form of calcite may be affected.
Undersaturation as projected for the high-latitude
ocean (Orr et al. 2005; Steinacher et al. 2009) has been
found to affect pteropods for example, an abundant
group of species forming aragonite shells (Orr ef al.
2005; Comeau et al. 2009). Changes in CaCQO, satura-
tion are also thought to affect coral reefs (Kleypas
et al. 1999; Langdon and Atkinson 2005; Hoegh-
Guldberg et al. 2007; Cohen and Holcomb 2009).
The impacts are probably not restricted to ecosys-
tems at the ocean surface, but potentially also affect
life in the deep ocean such as the extended deep-
water coral systems and ecosystems at the ocean
floor. The degree of sensitivity varies among species
(Langer et al. 2006; Miiller et al. 2010) and there is a
debate about whether some taxa may show
enhanced calcification at the levels of CO, projected
to occur over the 21st century (Iglesias-Rodriguez
et al. 2008). This wide range of different responses is
expected to affect competition among species, eco-
system structure, and overall community produc-
tion of organic material and CaCO,. On the other
hand, the impact of plausible changes in CaCO,
production and export (Gangste et al. 2008) on
atmospheric CO, is estimated to be small (Heinze
2004; Gehlen et al. 2007). Other impacts of ocean
acidification with potential influences on marine
ecosystems include alteration in the speciation of
trace metals as well as an increase in the transpar-
ency of the ocean to sound (Hester ef al. 2008). The
changes in the chemical composition of seawater
such as higher concentrations of dissolved CO, are
also likely to affect the coupled carbon and nitrogen
cycle and the food web in profound ways (Hutchins
et al. 2009), and the volume of water with a ratio of
oxygen to CO, below the threshold for aerobic life is
likely to expand (Brewer and Peltzer 2009).

The saturation state with respect to aragonite, (0,
is defined by:
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where brackets denote concentrations in seawater,
here for calcium ions and carbonate ions, and K:P is
the apparent solubility product defined by the equi-
librium relationship for the dissolution reaction of
aragonite. Similarly, saturation can be defined with
respect to calcite which is less soluble than arago-
nite. Uptake of CO, causes an increase in total dis-
solved inorganic carbon (C,) and a decrease in the
carbonate ion concentration and in saturation (see
Chapter 1). Shells or other structures start to dis-
solve in the absence of protective mechanisms when
saturation falls below 1 for the appropriate mineral
phase. A value of Q greater than 1 corresponds to
supersaturation. Supersaturated conditions are pos-
sible, as the activation energy for forming aragonite
or calcite is high.

The pH describes the concentration or, more pre-
cisely, the activity of the hydrogen ion in water, a,,
by a logarithmic function:

PHT = _loglo ﬂHv.

The activity of hydrogen ion is important for all
acid-base reactions. In this chapter, the total pH
scale is used as indicated by the subscript T.

14.3 Baseline and mitigation emissions
scenarios for the 21st century: how much
acidification can be avoided?

Figure 14.1 shows the cumulative carbon emissions
over this century for the recent set of baseline and
mitigation scenarios (Van Vuuren et al. 2008b) and
Fig. 14.2 their temporal evolution. Cumulative CO,
emissions are in the range of 1170 to 1930 Gt C for
the seven baseline scenarios and between 370 and
1140 Gt C for the mitigation scenarios, with the
highest emissions associated with a high forcing
and a weak mitigation target. In the baseline (no cli-
mate policy) scenarios, the range of increase in
greenhouse gas emissions by 2100 is from 70 to
almost 250% compared with the year 2000 (here,
emissions are measured in CO,-equivalent—CO,-
equivalent emissions of a forcing agent denote the

amount of CO, emissions that would cause the
same radiative forcing over a time period of 100
years; IPCC 2007). Emissions growth slows down in
the second half of the century in all baseline scenar-
ios, because of a combination of stabilizing global
population levels and continued technological
change. The mitigation scenarios necessarily follow
a different path, with a peak in global emissions
between 2020 and 2040 at a maximum value of 50%
above current emissions.

The projected CO, concentrations for the baseline
cases calculated with the Bern2.5CC model (Plattner
et al. 2008) range from 650 to 960 ppmv in 2100 using
best-estimate model parameters (Fig. 14.2C). The
CO, concentrations in the mitigation scenarios
range from 400 to 620 ppmv in 2100. Uncertainties
in the carbon cycle and climate sensitivity increase
the overall range to 370 to 1310 ppmv (bars in Fig.
14.2C; Plattner et al. 2008). Uncertainties are particu-
larly large for the high end. The two scenario sets,
baseline and mitigation, are also distinct with
respect to their trends. All baseline scenarios show
an increasing trend in atmospheric CO,, implying
rising concentrations beyond 2100. In contrast, the
mitigation scenarios show little growth or even a
declining trend in CO, by 2100.

Projected global-mean surface air temperature
changes by the year 2100 (relative to 2000) are 2.4
to 4.2°C (Fig. 14.2D) for the baseline scenarios
and best-estimate Bern2.5CC model parameters.
Uncertainties in the carbon cycle and climate sensi-
tivity more than double the ranges associated with
emissions. For the mitigation scenarios, the pro-
jected temperature changes by 2100 are 1.1 to 2.1°C
using central model parameters. The mitigation sce-
narios bring down the overall range of CO, and
temperature change substantially relative to the
baseline range. As for CO,, the greatest difference
compared with the baseline is seen during the sec-
ond part of the century, when the rate of tempera-
ture change slows considerably in all mitigation
scenarios in contrast to the baseline scenarios. In
several mitigation scenarios, surface air tempera-
ture has more or less stabilized by year 2100 (Van
Vuuren et al. 2008b; Strassmann et al. 2009).

The evolution of the global-mean saturation state
of aragonite (Fig. 14.2E) and pH,. (Fig. 14.2F) in the
surface ocean mirrors the evolution of atmospheric
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Figure 14.2  (A) Annual and (B) cumulative CO, emissions prescribed in the Bern2.5CC model and projected (C) atmospheric CO,, (D) changes in
global-mean surface air temperature, (E) global average surface saturation with respect to CaCO, in the form of aragonite, and (F) global average surface pH
on the total pH scale (pH,). Baseline scenarios are shown by red lines and mitigation scenarios by blue dotted lines. The SRES high-emissions A2 and
low-emissions B1 marker scenarios are given by black lines. Bars indicate uncertainty ranges for the year 2100 and for the four representative concentration
pathways (RCPs), marked for evaluation by climate modellers in preparation for the IPCC Fifth Assessment Report. The ranges were obtained by combining
different assumptions about the behaviour of the CO, fertilization effect on land, the response of soil heterotrophic respiration to temperature, and the
turnover time of the ocean, thus approaching an upper boundary of uncertainties in the carbon cycle, and additionally accounting for the effect of varying
climate sensitivity from 1.5 to 4.5°C (Joos et al. 2001).
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Figure 14.3  21st century change in global-mean surface saturation with respect to aragonite (Q),) and change in global-mean surface-ocean pH, for the
range of recent multigas mitigation (blue columns) and baseline (red, ‘B") scenarios and the two illustrative SRES scenarios A2 and B1 (black). Numbers
indicate the radiative forcing target in W m™ associated with each mitigation scenario. The labels below the columns refer to individual IAMs or to the SRES

scenarios. Results are from the standard set-up of the Bern2.5CC model.

CO,. O, decreases from a pre-industrial value of 3.7
to between 2.3 and 1.8 for the baseline scenarios and
to between 3.1 and 2.4 for the mitigation scenarios
using the standard model parameters. Again, uncer-
tainties in the projections associated with the car-
bon cycle and climate sensitivity are largest for the
high-emissions scenarios and lower-bound pro-
jected O becomes as low as a global average of 1.4
for the reference scenario with the highest emis-
sions. Global average surface pH, decreases from a
pre-industrial value of 8.18 to 7.88-7.73 for the base-
line scenarios and to 8.05-7.90 for the mitigation
scenarios, with a lower bound value for the most
extreme scenario of 7.6. The uncertainty ranges for
Q) and pH, stem almost entirely from uncertainties
in the projection of atmospheric CO, as carbonate
chemistry parameters are well defined and surface-
water CO, follows the atmospheric rise relatively
closely. Trends in surface saturation and pH, are
strongly declining in 2100 for the baseline scenarios,
whereas the mitigation scenarios show small or
even increasing trends.

The difference between baseline and mitigation
scenarios is further highlighted by analysing the
overall change in global-mean surface saturation
state and pH, over the 21st century (Fig. 14.3).
Surface-ocean mean () changes over this century
between 0.1 and -0.8 for the mitigation scenarios
and between —0.9 and -1.4 for the baseline set.

Changes in pH, are, with a change by —0.04 to -0.19
units, also much smaller for the mitigation than for
the baseline set (-0.21 to —0.36).

The following conclusions emerge. Mitigation
scenarios decisively lead to lower changes in atmos-
pheric CO,, to less climate change, and less ocean
acidification. The difference in trends by 2100
implies that 21st century mitigation scenarios have
a higher impact on the additional increase in CO,,
the additional warming, and the additional ocean
acidification even beyond the 21st century than the
differences between baseline and mitigation sce-
narios reported above for 2100. Assuming that these
scenarios represent a lower bound on feasible emis-
sions reductions, these results represent an estimate
of the ‘minimum warming’ and of ‘minimum ocean
acidification” that considers inertia of both the cli-
mate system and socio-economic systems.

14.4 Inertia in the earth system:
long-term commitment to ocean
acidification by 21st century emissions

Simulations in which emissions of carbon and other
forcing agents are hypothetically stopped in the
year 2000 or 2100 allow us to investigate the legacy
effects, i.e. the commitment, of historical and
21st century emissions. Three idealized ‘emission-
commitment’ scenarios run with the NCAR
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CSM1.4-carbon model have been selected to illus-
trate the long-term influence of anthropogenic car-
bon emissions on ocean acidification and climate
(Fig. 14.4). In the first scenario ("Hist” case), emis-
sions are hypothetically set to zero in 2000. In the
other two scenarios, emissions follow the SRES B1
(low “Bl_c” case) and SRES A2 (high ‘A2_c’ case)
path until 2100, when emissions are instantaneously
set to zero. Setting emissions immediately to zero in
2000 or 2100 is not realistic, but it allows the quantifi-
cation of the long-term impact of previous greenhouse
gas emissions. The three scenarios roughly span the
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range of 21st century carbon emissions from base-
line and mitigation scenarios (Fig. 14.2A). The "Hist’
case obviously features lower emissions (397 Gt C)
than any of the mitigation scenarios. Cumulative
emissions in the ‘B1_c” case (1360 Gt C) are some-
what smaller than to those from the highest mitiga-
tion scenario and the lowest baseline scenario
shown in Figs 14.1 and 14.2 and emissions in the
‘A2_c’ case (2210 Gt C) are close to those of the most
extreme baseline scenario.

While projected atmospheric CO, and surface
saturation in 2100 is similar for the Bern2.5CC
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Figure 14.4 Long-term impact of 21st century carbon emissions. (A) Carbon emissions, (B) atmospheric CQ, (C) global-mean surface air-temperature change,
and (D) global average saturation state of surface waters with respect to aragonite ()) for three illustrative emissions commitment scenarios evaluated with the
NCAR CSM1.4-carbon model (Frélicher and Joos 2010). In the high ‘A2_c' case and the low ‘B1_c' case, 21st century emissionsfollow the SRES A2 and SRES B
business-as-usual scenario, respectively. Emissions are set to zero in both cases after 2100. In the "Hist' case, emissions are stopped in the year 2000.
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model (Fig. 14.2C) and the CSM1.4-carbon (Fig.
14.4B), projected 21st century warming is lower in
CSM1.4-carbon than in the Bern2.5CC model. This
difference is primarily related to the difference in
climate sensitivity; 2°C for a nominal doubling of
CO, in the CSM1.4 versus 3.2°C for the Bern2.5CC
best estimate.

Atmospheric CO, concentration increases by
300% and by 190% over this century in the high
‘A2_c’ and low ‘Bl_c’ case, respectively (Fig. 14.4B).
Thereafter, atmospheric CO, decreases only very
slowly, although carbon emissions are (unrealisti-
cally) reduced to zero in 2100. Atmospheric CO,
concentration is still twice as high by 2500 than in
pre-industrial times in the “A2_c” case. On the other
hand, CO, falls below 350 ppmv within a few dec-
ades in the ‘Hist’ case. The global-mean surface
temperature anomaly peaks at 3°C in the ‘A2_c’
case and at 1.7°C in the ‘Bl_c’ case and remains
elevated for centuries (Fig. 14.4C). In the "Hist’ case,
global-mean surface temperature remains only
slightly perturbed (0.2°C warming) by 2500. The
global average saturation state of aragonite in the
surface ocean closely follows the evolution of
atmospheric CO,. Mean surface () is reduced by
about half in 2100 for the “A2_c’ case and remains
reduced over the next centuries.

The long perturbation lifetime of CO, is a conse-
quence of the centennial to millennial timescales of
overturning of various carbon reservoirs. Most of
the excess carbon is taken up by the ocean and
slowly (on a multicentury to millennial timescale)
mixed down to the abyss. Ultimately, interaction
with ocean sediments and the weathering cycle
will remove the anthropogenic carbon perturba-
tion from the atmosphere on timescales of millen-
nia to hundreds of millennia (Archer et al. 1999; see
Chapter 2).

In conclusion, the results from the commitment
scenarios show that the magnitude of 21st century
CO, emissions pre-determines the range of atmos-
pheric CO2 concentrations, temperature, and ocean
acidification for the coming centuries, at least in the
absence of thelarge-scale deployment of a technology
to remove excess CO, from the atmosphere. In other
words, the CO, emitted in the next decades will per-
turb the physical climate system, biogeochemical
cycle, and ecosystems for centuries.

14.5 Regional changes in surface ocean
acidification: undersaturation in the
Arctic is imminent

The impacts of climate change and ocean acidifica-
tion on natural and socio-economic systems depend
on local and regional changes in climate and acidifi-
cation rather than on global average metrics. It is
important to recognize that the global-mean metrics
discussed in the previous sections lead to different
changes regionally (Fig. 14.5). Fortunately, the spa-
tial patterns of change in pH, and surface () scale
closely with atmospheric CO, (Figs 14.6 and 14.7).
This eases the discussion of local changes for the
scenario range and enables us to make inferences
for local and regional changes from projected atmos-
pheric CO,. This section presents regional changes
in the saturation state of aragonite, () , and pH.. for
the three commitment scenarios introduced in the
previous section and as evaluated in the NCAR
CSM1.4-carbon model.

There are large regional differences in the surface
saturation state for pre-industrial conditions and in
its change over time (Figs 14.5 and 14.6). The sur-
face ocean was saturated with respect to aragonite
in all regions under pre-industrial conditions
(Kleypas et al. 1999; Key et al. 2004; Steinacher et al.
2009); the lowest saturation levels are simulated in
the Arctic and in the Southern Ocean, whereas sur-
face water with saturation values above 4 can be
found in the tropics.

Surface-water saturation is projected to decrease
rapidly in all regions until 2100 and remains
reduced for centuries for all three zero-emission
commitment scenarios (Fig. 14.6). The largest
ocean-surface changes are found in the tropics
and subtropics for (. In the high ‘A2_c’ case, _in
the tropics and subtropics decreases from a satu-
ration state of more than 4 in pre-industrial times
to saturation below 2.5 at the end of the 21st cen-
tury. The saturation of tropical and subtropical
surface waters remains below 3 wuntil 2500.
Although experimental evidence remains scarce,
these projected low saturation states in combina-
tion with other stress factors such as increased tem-
perature pose the risk of the irreversible destruction
of warm-water coral reefs (Kleypas et al. 1999;
Hoegh-Guldberg ef al. 2007).
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Figure 14.5 Regional distribution of the annual-mean saturation state with respect to aragonite (0,) in the surface ocean for (A) pre-industrial conditions
(here 1820), (B) by the year 2000, (C, D) by the end of the century, and (E, F) by 2500. The NCAR CSM1.4-carbon model was forced with reconstructed CO,
emissions up to 2000. Emissions were set to zero after 2100 in the high 'A2_c' case (C, E) and after 2000 in the 'Hist' case (D, F). Blue colours indicate

undersaturation and green to red colours supersaturation.

Undersaturation in the Arctic is imminent (Fig.
14.6C). By the time atmospheric CO, exceeds 490
ppmv (in 2040 in the “A2_c’ case), more than half of
the Arctic Ocean will be undersaturated (annual
mean; Steinacher et al. 2009). Undersaturation with
respect to aragonite remains widespread in the
Arctic Ocean for centuries even after cutting emis-
sions in 2100 for both the “A2_c” and the ‘B1_c’ cases
(Frolicher and Joos 2010). The Southern Ocean

becomes undersaturated on average when atmos-
pheric CO, exceeds 580 ppmv (Orr et al. 2005) and
remains undersaturated for centuries for the ‘A2_c’
commitment case. Large-scale undersaturation in
the Southern Ocean is avoided in the ‘Bl_c¢” and
"Hist” cases.

The main reason for the vulnerability of the Arctic
Ocean is its naturally low saturation state. In addi-
tion, climate change amplifies ocean acidification in



143

282 OCEAN ACIDIFICATION

T T T 8.3 —T T T — 7
Tropical Ocean (A) 3 Tropical Ocean (D)
8.2 i
C:N 1 4 Go
3
Aragonite saturation 12
Calcite saturation 1
0 . 1 . 1 ) 1 ) 1 L 1 L 1 L ] 0 7.6 I . 1 1 1 1 . 1 . 1 .
1800 1900 2000 2100 2200 2300 2400 2500 1800 1900 2000 2100 2200 2300 2400 2500
5 — T T T T T T T 8.3 —T T T T T T
Southern Ocean (B) 7 r Southern Ocean (E) 1
T 8.2 —
4 L
=46
3k 45
Gﬁ _ 4 GO
3
=
0 1 1 1 1 1 1 ] 0 7.6 I 1 1 1 1 1 1
1800 1900 2000 2100 2200 2300 2400 2500 1800 1900 2000 2100 2200 2300 2400 2500
5 T T T T T T T T T T T T T 83 T T T T T T
Arctic Ocean (C) ] 7 . r Arctic Ocean (F)
41 1 “l
1° 8.1
15 F
3r ] 80
o 14d T |
] S 79
3 L
1 7.8
7.7
. 7.6 I L I ! [ T
1800 1900 2000 2100 2200 2300 2400 2500 1800 1900 2000 2100 2200 2300 2400 2500

Year

Figure 14.6 Projected evolution of CaCO, saturation states (left) and total pH (right) in the surface of the tropical ocean (30°N-30°S), Southern
Ocean (60°S-90°S), and Arctic Ocean (65°N-90°N, except the Labrador and Greenland-Iceland—-Norwegian seas) and for emissions commitment

scenarios with no (‘Hist" case, blue line, blue shading), low (‘B1_c" case, red line, red shading) and high (‘A2_c' case, black line, grey shading) emissions
in the 21st century. Saturation with respect to aragonite, Q, , is indicated on the left y-axis and with respect to calcite, Q) on the right y-axis. Shown are
modelled annual means as well as the combined spatial and interannual variability of annual-mean values within each region (shading, +1 SD).
Observation-based estimates are shown by squares for the Southern Ocean and the tropics (GLODAP and World Ocean Atlas 2001, annual mean) and
for summer conditions in the Arctic Ocean (CARINA database) with bars indicating the spatial variability. Model results are from the NCAR CSM1.4-

carbon model. The level of Q = 1 separating supersaturated and undersaturated conditions for aragonite and calcite is shown by dashed, horizontal

lines.
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Figure 14.7 Saturation state (Q),) and total pH (pH,) in surface water of three regions as a function of atmospheric CO,. Results are from the low ‘B1_c’
(dashed) and high 'A2_c’ (solid) commitment scenarios. The relation between atmospheric CO, and saturation state and pH, shows almost no path
dependency in the tropical ocean and Southern Ocean. Some path dependency is found in the Arctic Ocean, with lower values in surface saturation and pH,
for a given CO, concentration simulated after the peak in atmospheric CO,. Note that the pH ~CO, curves are shifted by +0.1 pH units for the tropical

region and by —0.1 pH units for the Arctic region for clarity.

the Arctic, in contrast to other regions such as the
Southern Ocean and the low-latitude oceans, where
climate change has almost no effect on the satura-
tion state in our simulations. Climate change ampli-
fies the projected decrease in annual-mean ()_ in the
Arctic Ocean by 22% mainly due to surface freshen-
ing in response to the retreat of sea ice, causing local
alkalinity to decrease and the uptake of anthropo-
genic carbon to increase (see also Chapter 3).

In summary, regional changes in the saturation
state and pH, of surface waters are distinct. The
largest decrease in pH, is simulated in the Arctic
Ocean, where the lowest saturation is also found.
Undersaturation is imminent in Arctic surface water
(Figs 14.6 and 14.7) and remains widespread over
centuries for 21st century carbon emissions of the
order of 1000 Gt C or more.

14.6 Delayed responses in the deep
ocean

Ocean acidification also affects the ocean interior as
anthropogenic carbon continues to invade the
ocean. Figure 14.8 displays how the saturation state
and pH, changes along the transect from Antarctica,
through the Atlantic Ocean to the North Pole for
the ‘A2_c¢’ commitment scenario. The saturation

horizon separating supersaturated from undersat-
urated water rises from a depth between ~2000 and
3000 m all the way up to the surface at high lati-
tudes. The volume of water that is supersaturated
with respect to aragonite strongly decreases with
time. In parallel, the volume of water with low pH,
expands.

A general decrease in CaCO, saturation corre-
sponds to a loss of volume providing habitat for
many species that produce CaCO, structures.
Following Steinacher et al. (2009), five classes of
aragonite saturation levels are defined: (1) Q,
above 4, considered optimal for the growth of
warm-water corals, (2) Q_ of 3 to 4, considered as
adequate for coral growth, (3) Q_ of 2 to 3, (4) Q_ of
1 to 2, considered marginal to inadequate for coral
growth, though experimental evidence is scarce,
and finally (5) undersaturated water considered
to be unsuitable for aragonite producers. Figure
14.9 shows the evolution of the ocean volume
occupied by these five classes for the three com-
mitment simulations. In the ‘A2_c’ case, water
masses with saturation above 3 vanish by 2070
(CO, ~ 630 ppmv). Overall, the volume occupied
by supersaturated water decreases from 40% in
pre-industrial times to 25% in 2100 and 10% in
2300, and the volume of undersaturated water
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Figure 14.8 Saturation state with respect to aragonite (Q,, left) and total pH (pH,, right) in the Atlantic and Arctic Oceans (zonal mean) for the high
'A2_c' commitment scenario by the year 1820 (A, E), 2100 (B, F), 2300 (C, G), and 2500 (D, H). Blue colours in the left panels indicate undersaturation. Note
the different depth scales for the upper and the deep ocean, separated by the white horizontal line.
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Figure 14.9 Evolution of the volume of water occupied by five classes of saturation with respect to aragonite (Q,) for the three illustrative emissions
commitment scenarios. In the high 'A2_c' case and the low ‘B1_c' case, 21st century emissions follow the SRES A2 and SRES B1 business-as-usual
scenario, respectively. Emissions are set to zero in both cases after 2100. In the "Hist" case, emissions are stopped in the year 2000. Note that the y-axis is

stretched above 90%.

increases accordingly. The low ‘Bl_c’ case also
exhibits a large expansion of undersaturated
water from 59 to 83% of ocean volume. In the
‘Hist’ case, the perturbations in volume fractions
are much more modest and trends are largely
reversed in the well-saturated upper ocean over
the next few centuries.

The response of the saturation state is delayed
in the ocean interior. This delay reflects the cen-
tennial timescales of the surface-to-deep transport
of the anthropogenic carbon perturbation (Fig.
14.8). In the “A2_c’ case, the volume of undersatu-
rated water reaches its maximum around 2300,
200 years after emissions have been stopped (Fig.
14.9). Even in the ‘Hist’ case, the volume fraction
of supersaturated water continues to decrease.
The fact that the volume fraction continues to
change significantly after 2100 in the ‘A2_c” and
‘Bl_c’ cases demonstrates that some impacts of
21st century fossil fuel carbon emissions are
strongly delayed and cause problems for centu-
ries even for the extreme case of an immediate
stop to emissions, i.e. the long-term commitment
is substantial.

14.7 Pathways leading to stabilization
of atmospheric CO,

In this section, illustrative pathways leading to sta-
bilization in atmospheric CO, are discussed in terms
of their implications for projected ocean acidifica-
tion and carbon emissions from the Bern2.5CC
model (Fig. 14.10). The idea behind prescribing the
CO, pathway is to illustrate how anthropogenic
emissions have to develop if atmospheric CO, is to
be stabilized as called for by the UNFCCC (UN
1992) and to illustrate the link between changes to
the earth system and CO, stabilization levels.
Atmospheric CO, is prescribed to stabilize at lev-
els ranging from 350 to 1000 ppmv. This causes
surface-ocean saturation, (), to stabilize between
3.3 and 1.7 compared to a pre-industrial mean of
3.7. Surface-ocean pH, stabilizes at 8.1 to 7.7 (pre-
industrial 8.2). This corresponds to an increase in
the hydrogen ion concentration of 20 to 300% rela-
tive to pre-industrial times. Global-mean change of
temperature of the surface ocean is between 1°C for
the 350 ppmv stabilization level and 5°C for the
1000 ppmv stabilization level when the climate
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Figure 14.10 (A) Prescribed atmospheric CO, for pathways leading to stabilization and Bern2.5CC model projected (B) global-mean surface air
temperature change, (C) annual and (D) cumulative carbon emissions, (E) global-mean surface saturation with respect to aragonite (Q,), and (F) global-mean
surface total pH (pH,). Pathways where atmospheric CO, overshoots the stabilization concentration are shown as blue lines and pathways with a delayed
approach to stabilization as red lines; the different pathways to the same stabilization target illustrate how results depend on the specifics of the
stabilization pathway. The label SP refers to stabilization profile, DSP to delayed stabilization profile, and OSP to overshoot stabilization profile.
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sensitivity in the Bern2.5CC model is set to 3.2°C for
anominal doubling of CO,.

Carbon emissions must drop if CO, is to be stabi-
lized. Carbon emissions are allowed to increase for
a few years to a few decades, depending on the
pathway, but then have to drop in all cases and
eventually become as low as the long-term geologi-
cal carbon sink of a few tenths of a Gt C only. This is
a consequence of the long lifetime of the anthropo-
genic perturbation. Atmospheric CO, thus reflects
the sum of past emissions rather than current emis-
sions. Cumulative emissions by 2500 for the
Bern2.5CC model are in the range of 750 to 4000 Gt
C for a stabilization between 350 and 1000 ppmv.
Conventional fossil resources, mainly in the form of
coal, are estimated to be about 5000 Gt C.

If emission reductions are delayed (DSP and OSP
pathways in Fig. 14.10), more stringent reductions
have to be implemented later in order to meet a cer-
tain stabilization target. This is illustrated by the
two overshoot scenarios in which atmospheric CO,
is prescribed to increase above the final stabilization
levels and by the delayed scenarios where CQO, is
allowed to further increase initially.

The higher the emissions the larger the fraction of
CO, emissions that stays airborne on timescales up
to a few thousand years. This fraction is 20% for the
350 ppmv target and 40% for the 1000 ppmv target
by the year 2500. The higher airborne fraction for
high relative to low stabilization levels is primarily
a consequence of the non-linearity of the seawater
carbonate chemistry. The higher the partial pressure
of CO,, the smaller is the relative change in dis-
solved inorganic carbon for a given change in pCO,,.
Thus, the partitioning of carbon between the atmos-
phere and the ocean shifts towards a higher fraction
remaining airborne the greater the amount of car-
bon added to the ocean—atmosphere system.

14.8 Conclusions

We have examined a large set of projections for 21st
century emissions for CO, and for a suite of non-
CO, greenhouse and other air pollutant gases from
the recent scenario literature (Van Vuuren et al.
2008b). Emissions scenarios provide an indication
of the potential effects of mitigation policies. Most
of the IAMs used to generate the set of baseline and

mitigation scenarios are idealized in many ways.
New technologies and policies are assumed to be
globally applicable and are often introduced over
relatively short periods of time. Especially in the
lowest mitigation scenarios, it is assumed that glo-
bal climate policies can be implemented in the next
few years to allow emissions to peak by 2020. These
scenarios do not deal with the question of political
feasibility and assume mitigation policies are imple-
mented globally.

Physical impacts in terms of ocean acidification
and climate change are lower in mitigation than
baseline scenarios. Global average surface satura-
tion with respect to aragonite is reduced to 3.1-2.4
by year 2100 in the mitigation compared to 2.3-1.8
in the baseline scenarios. The lowest scenarios result
in a decrease in saturation state of 0.6 by 2100 com-
pared with pre-industrial values and show only a
small difference of 0.1 between current and end of
century saturation conditions. These scenarios pro-
vide a guide to the range of global-mean surface
acidification that may occur, assuming an ambitious
climate policy. These low scenarios with forcing tar-
gets below 3 W m™ depart from the corresponding
no-climate policy baseline by 2015-2020 and incor-
porate the widespread development and deploy-
ment of existing carbon-neutral technologies. They
require socio-political and technical conditions very
different from those now existing.

Global emissions in the scenarios with a 4.5 W
m~ forcing target begin to diverge from baseline
values by about 2020 to 2030, with emissions drop-
ping to approximately present levels by 2100. CO,,
temperature, and ocean acidification start to diverge
from the baseline projections later than emissions.
This emphasizes the importance of early decisions
to meet specific climate change mitigation targets.

Trends can be persistent and impacts of carbon
emissions may continue for decades and centuries,
long after carbon emissions have been reduced, due
to the inertia in the climate—carbon system. This is
exemplified by emissions commitment scenarios
where carbon and other emissions are hypotheti-
cally set to zero and subsequent changes can be
investigated. The projected global changes will
affect different regions differently depending on
their vulnerability to these changes. Widespread
year-round undersaturation of surface waters in the
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Arctic Ocean with respect to aragonite is likely to
become reality in only a few years (Steinacher et al.
2009) and ocean acidification and Arctic undersatu-
ration from baseline 21st century carbon emissions
is irreversible on human timescales (Frolicher and
Joos 2010). Globally, the volume of supersaturated
water decreases for another two centuries after car-
bon emissions stop; the fraction of the ocean vol-
ume occupied by supersaturated water is as low as
8% in 2300 with the “A2_c’ case compared with 42%
for pre-industrial conditions.

The focus of the analysis above is mainly on the
magnitude of change. However, it should be
stressed that rates of change are important. The
rates of change of climate and ocean acidification
co-determine the impacts on natural and socio-eco-
nomic systems and their capabilities to adapt.
Earlier analyses of the ice core and atmospheric
records show that the 20th-century increase in CO,
and its radiative forcing occurred more than an
order of magnitude faster than any sustained
change during at least the past 22 000 years (Joos
and Spahni 2008). This implies that global climate
change and ocean acidification, which are anthro-
pogenic in origin, are progressing at high speed. It
is evident from Fig. 14.2 that rates of change in sur-
face-ocean pH, and in ) are much lower for the
range of mitigation scenarios than for the range of
baseline emissions scenarios.

A range of geoengineering options have been dis-
cussed to limit potential impacts of anthropogenic
carbon emissions and climate change. Here, we
summarize a few conclusions from a recent report
(The Royal Society 2009). CO, removal techniques
address the root cause of climate change by remov-
ing CO, from the atmosphere. Solar radiation man-
agement techniques attempt to offset the effects of
increased greenhouse gas concentrations by causing
the earth to absorb less solar radiation. Obviously,
solar radiation management techniques do not con-
tribute in a relevant way to mitigation of ocean acid-
ification. Of the CO, removal methods assessed,
none has yet been demonstrated to be effective at an
affordable cost and with acceptable side-effects (The
Royal Society 2009). If safe and low-cost methods
can be deployed at an appropriate scale they could
make an important contribution to reducing CO,
concentrations and could provide a useful comple-

ment to conventional emissions reductions. Methods
that remove CO, from the atmosphere without per-
turbing natural systems, and without requirements
for large-scale land-use changes, such as CO, cap-
ture from air (IPCC 2005) and possibly also enhanced
weathering, are likely to have fewer side-effects.

Geoengineering techniques are currently not
ready for application, in contrast to low-carbon
technologies.

Experimental evidence has emerged in the past
years that ocean acidification has negative impacts
on many organisms and may severely affect cold-
and warm-water corals or high-latitude species
suchasaragonite-producing pteropods. Considering
the precautionary principle mentioned in the
UNFCCC, our results may imply that atmospheric
CO, should be stabilized somewhere around 450
ppmv or below in order to avoid the risk of large-
scale disruptions in marine ecosystems. A stabiliza-
tion of atmospheric CO, at or below 450 ppmv
requires a stringent reduction in carbon emissions
over the coming decades. The results from the [AMs
suggest that such a low stabilization target is eco-
nomically feasible.
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Abstract. CO, and carbon cycle changes in the land, oceanl Introduction
and atmosphere are investigated using the comprehensive
carbon cycle-climate model NCAR CSM1.4-carbon. Ensem-Records from various climate proxies, especially Greenla
ble simulations are forced with freshwater perturbations apice cores and sediments from the North Atlantic, suggest tl
plied at the North Atlantic and Southern Ocean deep wa-there have been large and abrupt changes in the climate «
ter formation sites under pre-industrial climate conditions.ing the last glacial periodtocker 2000 Rahmstorf 2002
As a result, the Atlantic Meridional Overturning Circula- Clement and PeterspR008. Those transitions occurred or
tion reduces in each experiment to varying degrees. Thdhe time scale of a few decades to as little as a few yee
physical climate fields show changes qualitatively in agree-The Greenland ice core from North GRIP contains 26 su
ment with results documented in the literature, but there isabrupt warming events with amplitudes locally of up 606
a clear distinction between northern and southern perturba(NorthGRIP Members2004 Huber et al, 2006 Steffensen
tions. Changes in the physical variables, in turn, affect theet al, 2008. These are known d3ansgaard-Oeschger (D-
land and ocean biogeochemical cycles and cause a redu§?) events(Dansgaard et al1984 Oeschger et al.1984.
tion, or an increase, in the atmospheric C@ncentration ~ There are also accompanying intense cold periods prec
by up to 20 ppmyv, depending on the location of the pertur-ing these events which have a corresponding signal in
bation. In the case of a North Atlantic perturbation, the landsediment cores from the northern Atlantic that are mark
biosphere reacts with a strong reduction in carbon stocks iy distinct layers of ice rafted debribi¢inrich 1988 Bond
some tropical locations and in high northern latitudes. In€tal, 1993 Hemming 2004. These surges of large amount
contrast, land carbon stocks tend to increase in response to® ice into the sea, known aseinrich eventsare associated
southern perturbation. The ocean is generally a sink of carwith some of the coldest temperatures in Greenland. Mol
bon although large reorganizations occur throughout variou$Ver, high-resolution measurements on Antarctic ice cor
basins. The response of the land biosphere is strongest ifidicate that each of the D-O events has a less abrupt co
the tropical regions due to a shift of the Intertropical Con- terpart in the southEPICA Community Members2008,
vergence Zone. The carbon fingerprints of this shift, eitherlikely due to the operation of the bipolar seesaBtocker
to the south or to the north depending on where the freshand JohnserR003. The last event in this sequence was tr
water is applied, can be found most clearly in South Amer-Younger Dryas cold event (12.7-11.6 cal kyr BP) and its te
ica. For this reason, a compilation of various paleoclimatemination with an abrupt warming (D-O 0). Signatures ¢
proxy records of Younger Dryas precipitation changes arethose climate events have also been found in other clim
compared with our model results. The proxy records, in gen-archives, such as the isotopic and pollen records in the I
eral, show good agreement with the model's response to &nd marine sedimentEicher et al. 1981 Ruddiman and
North Atlantic freshwater perturbation. Mcintyre, 1981, Bond et al, 1993 Yu and Eicher1998 Am-
mann et al.200Q Baker et al.200% Prokopenko et al2001;
Voelker, 2002 Hughen et a].2004 Barker et al, 2009 and
European and Asian loess recor@sng et al, 1999 Porter
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Many of the characteristics of an abrupt climate changeevents in Greenland and the more gradual Antarctic wal
event can be simulated by coupled climate models that arevents, atmospheric GQecords show small but significant
perturbed by anomalous freshwater fluxes applied in thevariations. Antarctic warm events Al to A4 had seen atm
North Atlantic Bryan 1986 Mikolajewicz, 1996 Schiller  spheric concentrations of GQise by about 20 ppm\Stauf-
etal, 1997 Manabe and Stouffet 999 Marchal et al.1998 fer et al, 1998 Inderniihle et al, 2000, and by about the
Timmermann et al.2003 Knutti et al, 2004 Zhang and same amount during the much shorter Younger Dryas ct
Delworth, 2005 Stocker and MarchaR00Q Stouffer et al, event Monnin et al, 2007).

2006, which can cause the collapse of the Atlantic Merid-  There are two different ideas regarding the source of tt
ional Overturning Circulation (AMOC). increase, that is either the ocean or the change of vege

The purpose of this paper is to determine the dependencgon cover on land. While some modelling experiments ha'
of the climate and carbon cycle to the freshwater perturbasuggested that this atmospheric £ifcrease was due to an
tions of different origins and identify fingerprints of these re- oceanic release of carboMérchal et al. 1999 Schmittner
sponses, by using a comprehensive atmosphere-ocean glotathd Galbraith2008, others suggest that it was due to a lan
circulation model coupled with a land surface model. More- carbon releaseK@hler et al, 2005 Obata 2007 Menviel
over, we quantify the changes in the carbon cycle during aet al, 2008. Ocean outgassing, for instance, can expla
collapse of the AMOC under pre-industrial conditions, con- the increasing atmospheric G@evels if the cooling of the
sidering both northern and southern possible origins. In thissea surface is constrained to the high northern latitudes,
respect, both ocean response and the response of the laméarming in the Southern Ocean is more pronounced and
biosphere have been investigated with a special focus on aontribution from land is not taken into accoumMgrchal
region of South America, where the model simulates partic-et al, 1999. Schmittner and Galbraitli2008 also iden-
ularly strong responses. tified the ocean as the source of the atmospherie ©©

The reasons behind these abrupt changes found in the parease during abrupt climate change events. Due to the
leoclimate records have been surmised already in 1984 asence of a complex atmospheric component, however, tr
a result of the nonlinear nature of the ocean-climate systenmodel is probably limited in representing tropical precipite
(Oeschger et a11984). One such nonlinearity in the system tion changes that have a potentially large impact on the la
is the existence of different modes of the thermo-haline circu-biosphere.
lation. At least some of the past abrupt climate changes, in- The other possible contributor to the carbon cycle chang
cluding the Younger Dryas event which caused intense coolduring abrupt climate change events is the land biosphe
ing around the northern Atlantic and had climatic impacts Kohler et al(2005 have found that under both pre-industria
over the globe, are considered to be a result of such rapidnd pre-Younger Dryas conditions, atmosphericoQ0On-
reorganizationsRoyle and Keigwin 1987 Duplessy et aJ.  centration rises due to the release of carbon from land, w
1988 Broecker 1997 Clark et al, 2002. It is also docu- the rise in the latter being slightly less pronounced.

mented in the records éfC and1®Be that the ocean’s ven-  More recently,Obata(2007 employed a general circu-
tilation in the North Atlantic was slowed during these cold lation model coupled with a simple land surface model
periods Hughen et a.200Q Muscheler et a}.2000. simulate an AMOC shutdown which caused a release of ¢

Any interruption in this ocean-wide circulation would bon from land resulting in an atmospheric g£icrease. In
have climatic effects both on regional and global scales.another study, using an earth system model of intermedi
Those effects include intense cooling in the Northern Hemi-complexity (LOVECLIM), Menviel et al.(2008 suggested
sphere, centred around Northern Europe and Greenlanthat in the event of an AMOC shutdown, the ocean act
spreading to the northern Pacifi©OKkumura et al. 2009; as a carbon sink and the land as a carbon source under |
changes in the marine ecosystem in the AtlarSichimittner pre-industrial and LGM (Last Glacial Maximum) conditions
2005 and sea level in the North Atlantitévermann et al. ~ Our results support their conclusions in many ways and €
2009; changes in precipitation patterns over the tropics duetend it further by offering a clearer picture of the reactio
to the shift of the Inter-tropical Convergence Zone (ITCZ) of the land biosphere. An alternative location for apply
(Vellinga and Wood 2002 Dahl et al, 2005 and changes ing freshwater perturbations is also a feature of our stu
in the El Nilo-Southern Oscillation phenomendFirimer-  which gives insight as to which hemisphere might have tri
mann et al. 2005 2007). The tropics have an important gered such events in the past. The fingerprints of each tr
role in the abrupt climate change events, that is globaliz-ger (northern or southern) are evident in the South Ame
ing the Northern Hemispheric phenomenon of the AMOC can continent, which is the centre of action for carbon cyc
shutdown through reorganizations in the ocean and the atehanges on land. A comparison of our model results wi
mosphereChiang 2009. paleo-records in that region is also provided.

Understanding the response of the global carbon cycle to The paper is organised as follows; in Sect. 2 a brief d
a large freshwater input into the ocean is necessary in ordescription of the model and the experiments is given, in Sect
to explain the changes in the G@oncentration in the atmo- the results of our experiments are explained, which is fc
sphere during those abrupt events. During the intense coolintpwed by the discussion and conclusions in Sect. 4.

Clim. Past, 7, 319338 2011 www.clim-past.net/7/319/2011/
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2 Methods grid-box. Carbon assimilation is calculated by the LSM b
estimating stomatal conductance of £&ahd water vapour in

2.1 Model description the leaves that are in shaded or directly lit conditid®sliers

et al, 1996. The net primary productivity (NPP) is fixed as

The model used in this Study is a modified version of theSO% of the gross primary productivity (GPP) and is calclt
CSM1.4-carbon climate model developed by the Nationaljated by LSM to be allocated to three alive biomass poc
Centre for Atmospheric Research (NCAR) in Boulder, USA. of |eaf, wood and roots. The allocation of NPP to thes
Itisa fU”y COUpIed 3-D climate model that consists of land, biomass p00|s is climate dependent, i_e., more of the NPF
ocean, atmosphere and sea ice components integrated Vigiocated to the roots under water-limited conditions, whi
a flux coupler without flux adjustment8¢ville and Gent  ynder light-limited conditions leaves are the preferred choi
1999. of biomass poolRriedlingstein et a).1999. In addition to

The CSM 1.4-carbon source code is available electronthree alive biomass pools, there are 9 dead biomass pc
ically on the CCSM website hitp:/iwww.ccsm.ucar.edu/  with leaf mortality contributing to the surface litter pool, roo
working groups/Biogeo/csmbgc). The detailed descrip-  mortality contributing to the soil litter pool and wood mortal-
tion of the model is given byoney et al(200§ andFung ity contributing to the coarse woody debris pool. The rest:
et al. (2009. Further information on the sensitivity of the the 9 dead biomass classes includes dead surface and soi
model to external forcing can be found in the literat¥erfg  crobial pools and slow and passive pools. The rate of trai
et al, 2005 Frolicher et al, 2009 Frolicher and Jog201Q  fer between different carbon pools is climate sensitive, det
Steinacher et 312009 2010. mined by soil temperature and soil moisture saturation.

The atmospheric component CCM3 of the model has The carbon cycle is fully coupled to the water and enert
a spectral truncation resolution of approximately 3.75 cycles such that changes in the temperature and soil moist
(T31 Grid) and 18 vertical levels with 10 in the troposphere cajculated by LSM affect the NPP, allocation and decomp
and 8 in the stratospherkighl et al, 1998. sition rates and changes in the leaf area fraction calculatec

The ocean component is called the NCAR CSM OceanCASA affect GPP transpiration and albedo. A terrestriabCC
Model (NCOM) and has 25 vertical levels with longitudinal fertilization effect is inherent to the model because carbon ¢
resolution of 3.6 and latitudinal resolution between 0.8  similation via the Rubisco enzyme is limited by the intern:
1.8° (T31x3 Grid) Gent et al. 1998. Since the original ver-  |eaf CQ, concentration that is dependent on the atmosphe
sion of CSM1.0, modifications have been made on horizontalc O, concentration. Thus, the productivity increases with tt
and vertical diffusivity and viscosity to improve the equato- atmospheric C@concentration, eventually saturating at hig
rial ocean circulation and inter-annual variability. CO; levels Doney et al. 2006

The sea-ice component has the same resolution as the Other land surface processes that can affect atmosphi
ocean component and the land component has the resolutidfiosphere interactions, but are not implemented in this stu
of the atmosphere component. The overall water cycle isnclude: explicit nitrogen cycle, fires, volcanic eruptions
closed through a river runoff scheme. dynamic vegetation change and anthropogenic land co

In the fully coupled carbon-climate model, atmospheric change.
COy is a prognostic variable whose balance is determined by
exchange fluxes with the land and ocekuor{g et al, 2009. 2.2 Experimental setup
The carbon-cycle in the ocean is based on the OCMIP-2 bi-
otic carbon modelNajjar et al, 1992. The main differ-  The model used in this study was brought to steady state w
ences between the original OCMIP-2 model and this modekhe 1000-year spin-up procedure undertakebyey et al.
are that the biological source-sink term has been change¢2006. The 1000-yr integration is nearly stable with a min
from a restoring formulation to a prognostic formulation and imal drift in the deep ocean. There are known biases in tt
iron has been added as a limiting nutrient together with aspin-up, which include a cold bias in the surface air ten
parametrization for the iron-cycl®pney et al.2006. perature (SAT) over the continental interior in the Northet

The land biogeochemistry in the CSM1.4-carbon modelHemisphere, precipitation anomalies in the tropics such
is a combination of the NCAR Land Surface Model (LSM) the formation of the ITCZ over the Pacific as two bands «
(Bonan 1996 and the Carnegie-Ames-Stanford Ap- excess precipitation, and too much or too little precipitatic
proach (CASA) biogeochemical modeRdnderson et gl. over land in some tropical regions of South America, Ce
1997, both of which are very well documented in the lit- tral Africa and Southeastern Asia. These biases in the phy
erature. Carbon is recycled in the CASA model follow- cal climate also lead to corresponding anomalies of NPP &
ing the life cycles of plant functional types (PFTs) through carbon storage on land that include an underestimation
carbon assimilation via photosynthesis and carbon releasBlPP in higher latitudes and an overestimation in lower la
via mortality, decomposition and microbial respiratiéiug  tudes. Nevertheless, overall global NPP compares well w
et al, 2005. There are 3 soil texture types and 14 PFTs with the reconstructed pre-industrial levels of NPP. The simulat
fractional coverage of up to four PFTs within each model climatologies in carbon inventory and fluxes resemble tho

www.clim-past.net/7/319/2011/ Clim. Past, 7, 33388 2011
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determlned from available observations. Atmospherlezco Table 1. List of experiments given together with the region wher
excursions are small, 4ppm over several centuries, and NQeshwater is applied and the size of the perturbation. Differe
abrupt changes are found during the integration. The spin-URtarting years for perturbations in the ensemble experiments re
stops at the 1820 AD atmospheric gl@vels and our exper-  to the date in the Control and are chosen according to the EN:
iments start at this point in time. Additional runs with two index in order to account for the effect of natural variability in th:
of the freshwater settings have been performed starting fronsystem. In addition to the ensemble experiments, three sensiti
a slightly different point in time at the steady state in order simulations have been performed to investigate the effect of a ¢
to account for the effects of short term variability in the cli- ferent perturbation size and/or freshwater input region.

mate system. The starting points for those additional runs are
chosen with a different ENSO state than the original runs. Experiment  Freshwater Input  Freshwater Flux (Sv) ~ Start Year

The freshwater hosing experiments (Tabjere designed Control - - 0

to investigate the response of the ocean and climate system
to a freshening of the surface water around the key deep

Ensemble Experiments

water formation sites in the Northern and Southern Hemi- 1'8 WA North Atlantic 11'8 38
spheres under pre-industrial conditions of atmospheris CO ;1 gna3 =~ 10 126
(278 ppm). Perturbations applied simulate a change in the 1.0NA-4 - 1.0 263
freshwater budget of the high-latitude ocean as a result of 1.0NA-5  ~ 10 295
a surge in glacial melt-water from Greenland, Antarctica, or 1-0Ros-1  Ross Sea 10 0
. . . . . 1.0Ro0s-2 1.0 30
other pre-industrial continental glacial formations such asthe ' o5 - 10 126
Laurentide icesheet, which is responsible for the abrupt cli- 1 gRros-4 -~ 1.0 263
mate events of Younger Dryas 12.7-11.6 calkyrBP and an- 1.0Ros-5 ~ 1.0 295
other smaller one during Holocene around 8200 yr B&{ Sensitivity Experiments
ber et al, 1999.
It is important to note here that even though we compare 1.0wed Weddell Sea Lo 0
0.3NA North Atlantic 0.3 0

our results with paleoclimate reconstructions, the boundary g sna - 05 0
conditions used in our experiments are not glacial boundary
conditions which had significantly different levels of atmo-
spheric CQ, as well as differences in temperature, precip-
itation and biome distribution, especially in mid- and high- of the North Atlantic Meridional Overturning Circulation
latitudes. In the Discussion section, we address this issue bifig. 1a). By the end of the perturbation, the maximum Nort
comparing it to a previous study enviel et al.(2008. Atlantic MOC strength is reduced from around 24 Sv to 2 ¢

For each perturbation the freshwater input was assumegbr experiment 1.0 NA and to 4 Sv and 6 Sv for experimen
to be a rectangular pulse uniform over 100 years. The du9.5NA and 0.3 NA, respectively. Along with this reductior
ration of each run is 300 years including the duration of thein the North Atlantic Deep Water, the Antarctic Bottom Wa
perturbations. The three different sites where the freshwateter penetrates further into the Atlantic. For the 1.0 NA expel
is applied are the northern Atlantic Ocean between the latiment, the circulation does not recover during our simulatior
tudes of 50N and 70 N (including the Labrador Sea) and whereas in the 0.5 NA and 0.3 NA experiments it regains |
the Weddell Sea and Ross Sea in the Southern Ocean. original strength by the end of the experiments.

The perturbation, which is actually a negative salinity flux  In response to a freshwater flux from near Antarctic
as there is no actual water volume in the parametrization o{1.0 Wed and 1.0Ros), the strength of the North Atlant
the model, is set to correspond to a freshwater flux of 1.0 SWIOC slightly increases in the beginning, which is followe:
(in two of the experiments smaller perturbations of 0.5Svby a reduction of smaller magnitude than in the 1.0 NA e:
and 0.3 Sv are applied) distributed uniformly across the aregeriment. The mechanism behind this is explaine®tnuf-
of the perturbation. There has been no salt compensation pefer et al.(2007) as thedilution effect i.e., freshwater input
formed Stocker et al.2007). The amounts of the freshwater from the Southern Ocean, does not stay there but is rat
fluxes are highly idealized and do not directly correspond totransported to the other parts of the ocean. This is evident
the recorded events in the past. by the time evolution of salinity. The result of the fresh

water perturbation is a decrease in the global mean surfi
air temperature (SAT) in all experiments (Fidp). Together

3 Results with the changes in the precipitation fields, these two ¢
matic variables cause the atmospheric,@0Oncentration to
3.1 Global average increase by up to 20 ppmv in the 1.0 NA experiments and

] ] decrease by up to 10 ppmv in the Southern Ocean expt
The most direct response of the climate system to a freshyents (Figic).

water perturbation is a reduction in the maximum strength
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Fig. 1. Time series of:(a) Maximum North Atlantic MOC strength (Svfp) Global Annual Mean SATC) and(c) surface atmospheric
CO, concentration (ppmv). The green curve represents the Control; pink and magenta represent the smaller perturbations from tl
0.3 and 0.5 Sy, respectively, and violet represent the 1.0 Wed perturbation. The other two perturbations of 1.0 NA (black) and 1.0 F
are given as the averages of five ensemble members and the grey and orange curves in the background are the five individual ru
ensemble, intended to show the spread of the anomalies. The values are 10-year box averages. The grey bar at the bottom marks t
of the freshwater input.

3.2 Physical response as a result of the increased stratification. A resumption of t
vertical mixing, once the freshwater perturbation is switche
Because temperature and precipitation changes impact theff, brings up water to the surface from the subsurface wai
carbon cycle, we first present changes in these two variablegpool which was created during the AMOC shut-down. B
In the 1.0 NA experiment annual mean surface air temperthat time, this subsurface warm pool is mixed with the su
ature in the Northern Atlantic region decreases drasticallyface water and, subsequently, the atmosphere. However,
(Fig. 2, left column) with reduced heat input from lower lati- mixing is insufficient to restart the AMOC because of the d
tudes, as a result of the shutdown of the MOC in the Atlantic.luted state of the surface water. Even though there is a sl
Anomalies of up to-15°C are observed over the North At- increase in the salinity during this exchange, it is not enou
lantic between Iceland and Scandinavia. The cooling is noto bring it to the original values. To a lesser extent, the warr
confined to the North Atlantic region but further extends to ing is also caused by the delayed warming in the Southe
the high latitudes over North America and Asia. In line Hemisphere, as it takes time for the warming to penetre
with the idea of inter-hemispheric redistribution of heat, the towards Antarctica.
Southern Hemisphere exhibits warm anomalies of up°@ 3 Generally, the duration and severity of the atmosphel
over the Southern Pacific, Atlantic and Indian oceans and ugooling (and warming) is dependent on the size of the fres
to 6°C over South America. In 1.0 NA, this general pattern water flux. However, South America remains the regic
stays roughly the same even 200 years after the end of thehere the strongest warming occurs in all the North Atlant
freshwater input, except for a temporary spike in the SAT co-experiments.
inciding with the end of the perturbation. The reason for that Inthe 1.0 Ros and 1.0 Wed experiments the strongest cc
warming lies in the subsurface warming in the North Atlantic ing in surface temperatures is observed in the Southe
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SAT (°C) Precipitation (mm/year)
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Fig. 2. The left column shows the SAT anomali€sC] with respect to the Control by the end of the 100-year perturbation (dece
average of the model years 97—-106) for the experiments 1.0 NA (top), 1.0 Ros (middle), and 1.0 Wed (bottom). The right column st
precipitation anomalies (mm 711). Stippled areas indicate where the ensemble mean anomaly is significantly different from zero at thi
level (Student’s t-Test). Confidence level of the 1.0 Wed experiment results is not quantified since there is only one simulation availe

Hemisphere near Antarctica and the strongest warming is in As air temperature and sea surface temperature pla:
the Northern Hemisphere near Greenland. But in the 1.0 Rogreat role in the determination of the precipitation patterr
experiment, partial cold anomalies can also be seen in tha change in those fields also cause a change in the amc
Northern Hemisphere high latitudes. Because of this moreand distribution of precipitation over the globe (F&j.right
widespread cooling in the 1.0 Ros experiment, the range ofolumn). The largest precipitation anomalies occur main
global average SAT anomaly is comparable to the 1.0 NA ex-at low latitudes and over the oceans, where water vapc
periment, even though local anomalies are not as severe. availability is the greatest. But for the following analysis o
Overall, the regional amplitudes of the anomalies arethe land biosphere, the most important changes are in Sc
smaller for the Southern Ocean perturbations. This is in lineAmerica and Africa. In the 1.0 NA experiment, total annu
with the fact that there is a smaller reduction in the AMOC precipitation anomalies of up to 1.6 m are recorded in tho
strength, as mentioned in the previous section. This can béocations.
due to the fact that freshwater is diluted in the larger volume  The distribution of the most severe precipitation anom
of the Southern Ocean. Thus, a larger freshwater input idies near the equator is consistent with what is expected fr¢
needed in order to achieve a response similar in magnitude shift of the ITCZ. Northern Atlantic perturbations caus
to the 1.0 NA experiment. a southward shift of the ITCZ as a result of the cooling i
the Northern Hemisphere, whereas perturbations from 1
Southern Ocean cause a northward shift. This northwe
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Fig. 3. Responses to freshwater perturbations of different carbon inventories: atmosphere (top), land (middle), and ocean (botto
values are the anomalies with respect to the 100-year average of the Control and given in GtC. Values are 10-year box averages
perturbations of 1.0 NA (black) and 1.0 Ros (red) are given as the averages of five ensemble members and the grey and orange cu
background are the five individual runs in each ensemble. The grey bar at the bottom marks the duration of the freshwater input.

migration of the ITCZ was also simulated in a studyNdgn- slightly masking the carbon uptake by the ocean in all expt
viel et al.(2010. In that study, freshwater was applied uni- iments.

formly over the Southern Ocean leading to similar changesin Changes in the land carbon stocks immediately affect t
the ocean circulation and deep water formation. A decreasatmosphere, while the time required for this perturbation
in the SST and SAT values in the Southern Hemisphere acreach the much larger inventory of the ocean is longer. T
companied by subsurface warming in the Southern Ocean ifand carbon stocks decline as a response to the 1.0NA ¢

also one of the commonalities. turbation causing the atmospheric £€@ increase, which,
in time, is partially taken up by the ocean. Yet, in the tim
3.3 Response of the carbon cycle frame of our simulations a larger than expected portion of t
. . . carbon emitted from land remains in the atmosphere. This
3.3.1 Changes in the global carbon inventories dicates that the ocean does not behave like a passive cat

Climatic change, as a result of a freshwater perturbation as ir?mk’ In which case it would be expected to take up a mu

our experiments, affects the distribution of carbon in the thre larger proportion Qf 'the _carbon emitted to the _atmosphe
. . nstead, after the initial increase, total carbon in the oce
main reservoirs of land, ocean and atmosphere. The freshwa-, . . . ) )
Stays quite stable until the end of the experiment. This poir

ter perturbations from the northern deep water formation sit A .
- - ) . .10 a reorganization of the ocean carbon cycle, which leads
cause an increase in the atmospheric carbon inventory, while P .
. . ew equilibrium with the atmosphere.
the southern perturbations cause a decrease and associate . S .
. . or the 1.0 NA experiment, emissions from the land bic
changes in each carbon inventory (F3y. .
sphere exceed 60 GtC by the end of the perturbation, and
The response of the land carbon stocks to the three per-
. . only about 20 GtC are taken up by the ocean by the end
turbations from the North Atlantic amounts to a decrease by, : .
. : . the experiment. This amount corresponds to less than ¢
several tens of GtC. The magnitude of this decrease is pro;,

- - third of the total emitted carbon by the land biosphere. /
portional to the strength of the freshwater perturbation. It, . . .
: - ) ... this time, some 30 GtC are still in the atmosphere and ab«
is also important to note here that in the control run a drift

of about—6 GtC over 300 years is recorded in the ocean.15 GIC go back to the land due to the recovery of the la

This does not invalidate our experiments as the magnitudeb'OSphere' The changes in carbon stocks scale with the <

is relatively small. The negative carbon drift in the ocean isOf the freshwater perturbations.
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Fig. 4. From top to bottom, each row represents the experiments 1.0 NA, 1.0 Ros, and 1.0 Wed, respectively. Given in each column ¢
mean changes of temperature (left), precipitation (middle) and total carbon per latitude (right) on land. The precipitation and the SA
are averaged over 10 years.

In the experiments with a freshwater input from Antarc- A similar experiment performed with the LOVECLIM cli-
tica, the change in the land carbon stocks is an increasenate model did not lead to any significant changes in atm
The peak values of the increase in the land carbon poolspheric CQ (Menviel et al, 2010.
are about 20 GtC for experiment 1.0 Ros and about 12 GtC
for 1.0 Wed, resulting in a reduced atmospheric;@0ncen-  3.3.2 A more regional look
tration. However, these changes are not permanent and re-

turn to their original values soon after the perturbations stopThe response of the land biosphere shows clear latitudinal
Changes in the ocean carbon inventory are smaller, reaChinﬁendencies accompanied by the strong latitudinal coupling
about 10 GtC by the end of the experiments and cannot bene climate parameters, temperature and precipitation. F
easily distinguished from the variations in the control. It is yre4 shows the zonal averages of the changes in the temg
safe to assume that a southern perturbation on a scale comtyre and precipitation fields over land, and total land carb
parable to our experiments (that is to say less intense than gocks per latitude. Changes in the carbon stocks closely 1
northern perturbation) creates changes in the land biospheng,y the changes in the precipitation in lower latitudes, whil
that are relatively short-lived. The response of the ocean tqn higher latitudes temperature anomalies become more dc
decreasing atmospheric G@oncentrations would be releas- jnant. This is not surprising given the fact that, as a
ing carbon to balance it. Whereas, the slight increase in theyt of an MOC shutdown, in the higher latitudes tempe
oceanic carbon instead of an expected decrease leads Us 4@ re anomalies are larger than precipitation anomalies ¢
believe that the changes in the carbon cycle in the ocean plajhe |ower latitudes experience substantial changes in prec
a role in this experiment, too. Hence, the stable behaviour ofiation due to the shift of the ITCZ and the exponential de
the ocean carbon inventory during the first 140 years of thegendence of saturated water vapour pressure to temperat
1.0 Ros experiment is probably due to the fact that the comyjence, small temperature changes translate into large dif
peting effects of the reorganization of the carbon cycle andences in precipitation in the tropics where the ambient te
the decrease of the atmospheric Céncentrations due to perature is higherRard, 2002. Nevertheless, globally, pre-
land uptake cancel each other out. cipitation anomalies are responsible for most of the chan
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Fig. 5. Changes in the carbon stocks (kgf) in the ocean and on land (note the different colour bars) for 1.0 NA and 1.0 Ros experim
by the end of the perturbation (decadal average of model years 97-106). Stippled areas indicate where the ensemble mean &
significantly different from zero at the 67% level (Student’s t-Test).

in the carbon stocks on land as most of the carbon emissions In order to account for the life-cycle of the land vegete
stem from the large vegetation pool of the low latitudes. tion and different cycling time-scales of carbon, the mod
However, Fig.4 cannot capture the inhomogeneous dis- includes various carbon pools, as mentioned in the methc
tribution of changes within those climatic zones. Therefore,section. The biggest change occurs in the vegetation p
we consider a snapshot of the distribution of the changes ir{Fig. 6). Carbon inventories in the vegetation decrease
the carbon stocks both on land and in the ocean @&jigln northern latitudes and in northern South America. The r
the ocean, most of the carbon ends up in the Atlantic Oceansponse of the soil carbon is determined by the competing
However, this does not necessarily mean an increased air-sélences of the input from the vegetation pool as well as tl
gas exchange in this region. The main reason for the carbomicrobial overturning in the soil, which is reduced due to tr
build-up in the Atlantic is the increased transport of DIC-rich lower temperatures. The sum of these two influences at h
Antarctic Bottom Water and a smaller amount comes fromlatitudes, where bigger proportions of carbon are stored
the air-sea gas exchange. The decreased primary productidhe soil, is a small increase in soil carbon. Where the temp
makes a small negative contribution. This reorganization als@ture change is positive, as is the case in parts of South Arr
causes the reduction of total carbon in the other oceans, esp&a, the proportion of the soil carbon compared to the carb
cially in the northern part of the Pacific and Indian Oceans.stored in the vegetation cover is small. In northern Sou
The contribution from the air-sea gas exchange is positiveAmerica soil carbon content amounts to about 8 kgran
in the Pacific and Indian oceans, whereas in the Southeraverage, whereas average carbon stored in the vegeta
Ocean outgassing prevails. The carbon stocks in the Nortltover is more than 20 kgm?. Because of these factors, the
Pacific are influenced negatively by the increased circulatiorcontribution of the soil carbon pool to the changes in the ¢
at depth due to the onset of deep water formation in this remmospheric CQ concentration remains small.
gion. The initiation of North Pacific meridional overturning In order to quantify the correlation between the anom
as a result of the AMOC shutdown has also been reported iffies in various climatic variables and the changes in the ci
previous modelling and reconstruction studidikolajew-  bon stocks on land, a linear regression analysis has been
icz et al, 1997 Okazaki et al.201Q Menviel et al, 2011).  formed. As the vegetation carbon pool is the biggest contri
This is an interesting feature which requires further investi- ytor to those changes and it s directly affected by the chant
gation with regards to the underlying mechanisms. Howeverin the net primary production (NPP), which in turn is detel
this is beyond the scope of the present study. mined by the climate, NPP is chosen as the variable of int:
On land, the biggest changes occur in the tropical regionsst for this comparison. Figueshows the the sensitivity of
of South America, Africa and southeastern Asia, with the the NPP to those variables, given here with the colour she
high latitudes contributing to anomalies smaller in magni- ing. This reveals the latitudinal dependency of the sensit
tude but more widespread. As has been shown in&ithe ity of NPP, especially to temperature anomalies; there is
regions near the equator exhibit large precipitation anomaliegositive dependence in the colder climates of high latitude
due to the shift of the ITCZ, either positive or negative. whereas it is negative in the warmer tropical regions. Al
shown in the figure is the correlation between NPP and tht
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Fig. 6. Changes in the vegetation and soil (including litter) carbon (kg)rby the end of the perturbation (decadal average) for tl
experiments 1.0 NA (left) and 1.0 Ros (middle). Stippled areas indicate where the ensemble mean anomaly is significantly differe
zero at the 67% level (Student’s t-Test).

climatic variables, temperature, precipitation and soil mois-carbon also decreases significantly, but this amounts to o
ture. Soil moisture shows the highest correlation with NPP,half of the change in the vegetation carbon pool.

as it is a composite variable that is determined by both pre- The response in the northern South America is a combir
cipitation and temperature. Correlation is generally higher intion of changes in the precipitation and the air temperatu
low latitudes for precipitation and soil moisture, while tem- which is influenced by the prevailing winds. Over the ocea
perature shows a better correlation in the high latitudes. Nevwhere water vapour availability is primarily governed by th
ertheless, South America stands out as a region of high corsea surface temperature, a positive correlation between
relation for each of the variables mentioned, including tem-SAT and precipitation is apparent in most places. Over lar

perature. on the other hand, wind-driven transport of moisture froi
the sea is crucial. The north-easterlies that carry moist air
3.3.3 South America — a more detailed analysis northern South America are weakened (Rif) and, due to

the colder SST in the northern equatorial Atlantic, their moi
In our model simulations, the contribution of the South ture content is reduced, which makes the region drier. Th
American continent to the global atmospheric O@e (or  in turn, results in a substantial drop in the latent heat flt
fall, in the case of southern perturbations) is disproportion-(Fig. 9 last panel), most of which is due to reduced canoy
ately high compared to the rest of the world. About half of transpiration as a result of the decrease in rain-forest vege
all the losses in the land carbon pool is from the northerntion. Consequently, a larger portion of the heat is transferr
part of South America in the 1.0 NA experiment, as well asas sensible heat, raising the SAT. Removal of the rain-for:
a comparable fraction of the gains in the 1.0 Ros experimentype vegetation, therefore, creates a very important feedb:

(Table2). which further reduces the evapotranspiration and the lat
The net change in the total carbon stocks in the northerrheat flux.
part of South America (the region marked in Rigtop left) The dramatic change in the northern part of South Ame

is more than 40 GtC by the end of the 100-year perturba-ica also persists in the 1.0 Ros experiment, though with
tion. The driving factors of this substantial change are theopposite sign. As in the 1.0 NA experiment, a greater portic
increasing temperature and reduced precipitation, the comef the total anomaly in this experiment is in the vegetatic
bined effect of which is the transformation of one of the carbon pool and it follows the changes in the climate fiel
wettest climates on land into an arid desert-like climate un-higher precipitation and lower SAT values that lead to high
able to sustain the carbon-rich rain-forest type vegetation. soil moisture.

Precipitation decreases by about 400 mmhand the sur- The rest of the continent is also affected significantly k
face air temperature rises by 2@ on average (Fig). Soil the changes in the climate system. Among them are 1
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Fig. 7. Results of a linear regression analysis between NPP&day 1) and the climatic variables of SATC, top), precipitation
(mmday1, middle), and soil moisture (mfmm~23, bottom). Colour shading represents the sensitivity of NPP to the changes of ti
variables (slope of the linear regression). Only the grid cells with a value of the square of the correlation coefficient greater tl
(R? > 0.1) are coloured and the cells wiftf > 0.5 are both coloured and stippled. The 1.0 NA experiment is given on the left column
1.0 Ros on the right.

western part of the continent and northeastern Brazil, both of Figures8 and 9 reveal the characteristic property of ¢
which respond oppositely relative to the northern part of theSouth American response to a reduction in the thermot
continent such that, NPP increases in the 1.0 NA experimenline circulation, which is a distinct and opposite reactio
and decreases in the 1.0 Ros experiment. Those changeat the two different locations of the freshwater perturbatio
basically, follow the shift of the ITCZ. The opposite im- 1.0 NA and 1.0 Ros experiments produce opposite respon
pact (relative to the northern South America) of the ITCZ not only in the north of the continent, but also in the re:
displacement on the climate and vegetation of the northeastsf the continent (central/northeastern Brazil and possibly t
ern Brazil during the Younger Drya%\ang et al,2009 and  western part of the continent) that form a dipole relationsh
Heinrich events Qupont et al. 2010 is also evident in the  with the north. Currently, the ITCZ over South America i
records of the past climate. located northward of the continent, and northeastern Bra

The high-latitude regions of South America do not play has a semi-arid climate. During reduced AMOC, the nor
an important role, in general. Although the southern partsend of this continental dipole responds in a positive way
of South America show a decrease in the carbon stocks im North Atlantic perturbation while the other end respont
1.0 Ros experiment due to the lower temperatures, comparedegatively, and vice-versa in the case of a southern pert
to the other regions, it does not add up to significant valuesbation. This kind of a decoupling of the precipitation re
This is simply because of the initially small size of the carbon sponse within the continent is also documented in other st
pool in that region. ies (Cruz et al, 2009.
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Fig. 8. Snapshots of the anomalies of various climatic variables and terrestrial carbon by the end of the perturbation (decadal ave
the experiments 1.0 NA (left column) and 1.0 Ros (right column). Anomalies are calculated as the 97-106 years of experiments n
100-year averaged Control. The variables shown from top to bottom are as follows°SRTptecipitation (mm year!), soil moisture
(mm3mm=3), NPP (gnt2day1) and Total Carbon (kg m?). Stippled areas indicate where the ensemble mean anomaly is significe
different from zero at the 67% level (Student’s t-Test).

3.4 Comparison of South American paleoclimate proxy records. Differences in the boundaries of the precipit
reconstructions with the model results tion increase and decrease exist, yet it should be keptin m
that the ability of the model to make regional predictions

. . . limited by its resolution.
A comparison of several paleoclimate reconstructions of pre- Overall, the difference in behaviour of the global cal

cipitation anomalies during the Younger Dryas period (Ta- bon cycle, together with the site-specific responses in Sol

ble 3) with our modef resuits shows a good agreement be_America ive us a way to interpret the origin of the frest
tween proxy records and the 1.0 NA experiment responses 9 Y P 9

. . . . water input. Thus, for future reconstruction studies consi
in most locations (Figl1), which supports the robustness ering the anti-phase relationship between different parts
of the ITCZ-shift hypothesis and the existence of a dipole 9 P P P

relation between the north of the continent and eastern anH:e continent ar_ld also the opposite responses to the origi
. e freshwater input should help us obtain a clearer pictt

southern Brazil, as suggested Wang et al.(2007). Such f what has actually haopened during such events

a dipole seems to exist between the north and the west of y happ g ’

the continent tooNlartin et al, 1997). This increase in pre-

cipitation in the west of the continent is also apparent in the
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Fig. 9. Time evolution of the changes in the northern part of South America (the region marked B, Fog. left panel). From top to
bottom are shown the anomalies in SAT], precipitation (mm yr1), soil moisture (mmMmm~—3), NPP (g nf day™1), Vegetation Carbon
(kgm~2), Soil and Litter Carbon (kg m2), and Latent Heat Flux (W m?). The green curve is the Control and the black and red cun
are the ensemble averages of the 1.0 NA the 1.0 Ros experiments, respectively. The thin grey and orange curves are the individual
members of the respective experiment. The grey bar at the bottom marks the duration of the freshwater input.

4 Discussion and conclusions The most significant changes in precipitation occur aroul

the tropics near the ITCZ, whose position is sensitive to shi
In our model simulations the response of the climate and then SST. This, in turn, creates large changes in the carb
land biosphere to a collapse or a reduction in the AMOC canstocks in these locations. Additionally, the fact that larg
be divided into two categories according to where the freSh-amounts of carbon are stored in low latitudes causes th
water perturbation is applied. All the perturbations from the precipitation anomalies to amplify changes in carbon stocl
North Atlantic Deep Water formation region cause similar Kohler et al.(2009 forced the Lund-Potsdam-Jena (LPJ
responses, which are opposite to those caused by the pertufiodel with an output from freshwater experiments with t
bations from the Weddell Sea and the Ross Sea. Weddell Se8CBILT-CLIO model. They found large changes in carbo
and Ross Sea responses are also different from each othefiocks in the boreal zone and relatively small carbon sto
Ross Sea creating a much more widespread cooling and @hanges in the tropics in contrast to our results. There :
clearer precipitation signal. That seems to be because thg variety of differences between the two studies. Vege
Ross Sea is a more important player in the creation of thajon dynamics is explicitly simulated in the LPJ, wherez
AABW in our model than the Weddell Sea and, therefore, yegetation distribution is prescribed in the NCAR CSM1.4
the perturbation in the Ross Sea has a stronger effect on théarbon model. On the other hand, interactions and fee
global climate. We note, however, that the specific locationshacks between vegetation and climate, such as those rel:
of deep water formation are model dependent. to albedo and the water cycle, are represented in the ¢

pled NCAR model, but not in the forced runs with LPJ. Th
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Fig. 10. Wind velocity (m s'1) at 800 mbar for the Control (100-year average, top) and the anomaly at years 97—106 in 1.0NA (bottom
reference vector is 25 n$ for Control and 5ms? for the 1.0NA anomaly.

atmospheric dynamics in the cost-efficient ECBILT-CLIO is  The magnitude of C® increase during the Heinrich
represented in a simplified manner which limits its ability to events and also during the Younger Dryas event was arot
simulate dynamics in the tropics. 20 ppmyv, as recorded in ice-cordaderniihle et al, 200Q
While the southward shift of the ITCZ after the north- Monnin et al, 2001). According to our results, all of this
ern perturbations is well studied with climate models andamplitude can be explained by the carbon release from -
supported by paleoclimate records@uc et al. 2009, we land biosphere while the ocean acts as a carbon sink.
show that the opposite is also true, that is to say, the northisotopic signature of the G{from the ice cores also points
ward shift of the ITCZ in response to a southern perturbation.to a land origin for the increase during Younger Dry@sith
Moreover, this has direct consequences for the tropical rainet al, 1999. Moreover, in a recent comprehensive simule
forest type of vegetation in that region. The very direction tion of the last deglaciation, covering the Heinrich Event
of this shift determines the direction of the change in the at-(H1), with a coupled atmosphere-ocean general circulati
mospheric CQ concentration through its effects on the land model, Liu et al. (2009 successfully reproduced the majo
carbon pool in the low latitudes. features of this cooling event. They found strong coolir
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Table 2. A selection of regions that have recorded considerable changes given with their land area, the limits defined and the ct
total carbon stocks in that area by the year 101 (end of the perturbation). 0.5 NA and 0.3 NA experiments are also included in the lis
purpose of comparison.

Regions Area Size Change of Total Carbon (GtC)
(10°km?) 1.0NA O05NA 03NA 1.0Ros 1.0Wed

Northern 13W-28°E 2.04 -334 -335 -258 -016 -0.27

Europe 50 N-65° N

Northern 52 W-160° W 7.02 -458 —-400 -292 -0.68 -0.40

North America 50 N-65" N

Northern 50 W-84 W 3.14 —-42.86 -29.16 -13.75 15.20 10.10

South America 1S-10 N

Africa 15° W-3C° E 12.26 10.05 6.17 1.16 5.54 7.43
18°S-18 N

Southeast Asia JCE-150 E 5.88 9.44 5.73 276 -0.31 -1.78
14°S-22 N

Other 119.26 -37.35 -21.27 —-7.28 545 —2.22

Total land 149.6 —-68.64 —45.88 —22.61 14.14 12.86

Table 3. List of the paleoclimate reconstruction studies of precipitation change in and around South America during the Youngel
event, as used in the compilation given in Fid. Reconstructed anomalies during Younger Dryas are given in comparison with our m
results from the experiment 1.0 NA. A wide range of climate proxies are used in these reconstructions including, marine sedimel
sediments, ice cores and speleothems. Pollen records as written in parenthesis are indicative of a change in the vegetation. These
in the figure as squares to distinguish from the rest of the proxies (circles).

# Location Proxy Model Proxy Type Reference

1 Ceara Rise, Brazil wet dry Marine sediment (Ti/Ca, Fe/Ca) Arz etal.(1998

2 Lake Titicaca, Bolivia and Peru  wet wet Lake sediment Baker et al(2001)

3 Atacama Desert, Chile wet wet Fossil rodent middens Betancourt et al2000

4 La Yeguada, Panama dry dry Lake sediment (charcoal) Bush et al(1992

5 Laguna de Chochos, Peru dry wet Lake sediment (pollen) Bush et al(2005

6 Botuveda Cave, Brazil wet dry Speleothem Cruz et al.(2005

7 Laguna Baja, Peru dry wet Lake sediment (pollen) Hansen and Rodbg|1995

8 Cariaco Basin, Venezuela dry dry Marine sediment (Ti/Ca, Fe/Ca) Haug et al(200)

9 Cariaco Basin, Venezuela dry dry Marine sediment (bio-markers) Hughen et al(2004

10 NE Brazil wet dry Marine sediment Jennerjahn et a(2009)

11 Lagoa do Cag, Brazil dry dry Lake sediment(pollen) Ledru et al (2002

12 Amazon Basin dry dry Marine sediment (planktos#€0)  Maslin and Burn$2000

13  Heulmo mire, Chile dry dry Lake sediment (pollen) Massaferro et a(2009

14  Lago Condorito, Chile dry dry Lake sediment (pollen) Moreno(2000

15 Offshore-Lima, Peru wet wet Marine sediment Rein et al(2005

16 Serra dos Carajas, Brazil wet dry Lake sediment (pollen) Servant et al(1999

17  Salitre, Brazil dry dry Lake sediment (pollen) Servant et al(1999

18 Colombia dry dry Lake sediment (pollen) van't Veer et al(2000

19 Lapa dos Bréjes and wet wet Speleothem Wang et al(2004)
Toca da Barriguda caves, Brazil

20 Caverna Botuveér, Brazil wet dry Speleothem Wang et al(2007)
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carbon pool than during the glacial times. In a previous stu
(Menviel et al, 2008, in which the experiments were done
under both pre-industrial and glacial boundary condition
it has been shown that the differences in the amplitudes
the individual contributions from the land and ocean carbc
pools may lead to an opposite net effect on the atmosphe
COg, even though the nature of each contribution is qua
tatively the same. In their study, irrespective of the initic
state, the roles of the ocean as a carbon sink and of the i
as a carbon source remain unchanged. Also, the change:
land are very similar in both cases, that is, a reduction in t
carbon stocks in the high and mid-latitudes of the Northe
Hemisphere and in the tropics north of the equator and
increase to the south. Yet, the emissions from land unc
Fig. 11. Compilation of different reconstructions showing precipi- 9glacial conditions are weaker than under the pre-industr
tation and vegetation changes in South America during the Youngegonditions. That is probably due to the lower moisture co
Dryas event (ca. 12kyr BP). Plus (+) sign indicates dryer condi-tent of the glacial atmosphere, which leads to the dampen
tions during the event and minus-) sign wetter. Square frames effects of the ITCZ shiftilenviel et al, 2008, and relatively
around the signs are used for vegetation proxies, whereas circlfarge gains in primary production in some regions such
frames are for precipitation proxies in general. The colour shad-ggstern Asia and southern North America. Compared to ¢
ing in the background shows the 10-year average annual precibayneriments, the main differences are the larger increase
itation anomaly by the end of the pertgrbatlon in the experlmentcarbOn stocks in the Southern Hemisphere and the abo
1.0NA. The numbering of the studies is as follows:Atz et al. - - . - .

mentioned regions in the north, which might be due to sor

(1998, 2. Baker et al.(2001), 3. Betancourt et al(2000, 4. Bush oo T .
et al.(1992, 5. Bush et al(2008, 6. Cruz et al(2009, 7. Hansen model specific differences as well as the initial conditions.
I [ . Nevertheless, as the patterns of the anomalies are v

and Rodbel(1995, 8. Haug et al(2001), 9. Hughen et al(2004), (Ve = e
similar in both studies, it is safe to assume that our results

10. Jennerjahn et a2004), 11. Ledru et al.(2002, 12. Maslin
and Burng2000), 13.Massaferro et a(2009, 14.Moreno(2000, relevant for paleo-reconstructions as a possible indirect w
15. Rein et al.(2005, 16-17.Servant et al(1999, 18.van't Veer  to distinguish between the sources of freshwater discha
et al.(2000, 19.Wang et al(2004), 20. Wang et al(2007). in abrupt cooling events, because the northern Atlantic a
Antarctic perturbations have distinct implications for the lan
biosphere. Globally, the atmospheric £€)gnal is different;
in the Northern Hemisphere with a milder warming in the an increase for the North Atlantic case and a decrease
south, and reduced precipitation in the Cariaco basin (norththe Antarctic case. Regionally, the South American con
ern South America). The good agreement of the general patent proves to be in a particularly suitable position to reco
terns of change indicates that a comparison of a paleoclimatguch past events, as the movement of the ITCZ — either to
event under glacial conditions (H1) and our simulations un-south or to the north — would create distinguishable and,

T
W
3

i
S
(1eah/wiw) uonendidaidy

60°

T T T T T T
100°W

der pre-industrial conditions is reasonable.
The net atmospheric GOncrease in our experiments is
comparable to, but more than, that ©bata (2007 with

some places, opposite responses.
In addition to what has been presented in the results s
tion, there are some other notable features that are obset

similar initial conditions. Even though the changes in the in response to the freshwater perturbations, such as the N
climatic variables and the NPP show a strong resemblanceRacific Deep Water formation, or the strengthening of Sout
their magnitudes differ in some areas. These include a morern Hemispheric westerlies (Fig@0). A more detailed in-
wide-spread cooling in the Northern Hemisphere in our ex-vestigation of those responses may be undertaken in a fut
periments, and a smaller land biosphere response to the pretudy.
cipitation anomalies in eastern Asia. Additionally, a larger The results of this study have also implications for fu
negative anomaly is recorded in northern part of South Amer-+ture anthropogenic climate change which, as many modelli
ica in our study. Yet, the general effect of the ITCZ-shift is studies show, is to cause a reduction in the AMQ@¢hl
robust in both studies. The differences may be attributed teet al, 2007. The effects of such a reduction can be sul
the more limited representation of the land biosphere in thestantial for climate and for low latitude ecosystems incluc
model used bydbata(2007). ing, but not limited to, the rain-forests. It is also importar
The exact amount of the contribution of the land biosphereto note that, the changes in the carbon cycle during such
to this atmospheric CQincrease, however, should be taken event would possibly contribute to the increase in the atm
with caution since the glacial vegetation cover on land wasspheric carbon and hence, operate as a weak positive fe
different than that implemented here. Our experiments aréback to the global warming, in addition to that associate
done under pre-industrial conditions with a larger vegetationwith outgassing from a warmer ocealos et al.1999.
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Chapter 7

Outlook

The work presented in this thesis can be continued and extended in several ways. Some of
them have already been mentioned in previous chapters, such as a more in-depth analysis of
feedbacks, climate change commitment, or irreversibility in the large set of simulations with
the Bern3D-LPX model presented in chapter 4. Here, three main approaches are highlighted.

First, models can be developed further by including additional processes and feedbacks, which
have not been considered previously. Ocean biogeochemical models, for example, are still
limited in simulating the interaction of species in pelagic ecosystems and how these systems
and food webs will change in the coming decades. Shifts between species within a given
functional type or acclimatisation and adaptation is often not considered. Such interactions
might be included in a new generation of ecosystem models (e.g. Barton et al., 2010). Also,
interactions between the elemental cycles and ocean acidification such as the mediation of
the organic matter export by CaCO3 production (Hofmann & Schellnhuber, 2009) could be
explored further. Another possibility is to include feedbacks not only between climate and
atmospheric COs but also between climate and other substances that influence the radiative
balance, such as marine emissions of dimethyl sulphide (DMS) or N3O. The LPX model
has been extended recently to be able to simulate CHy (Wania et al., 2010; Spahni et al.,
2011) and N2O emissions from terrestrial ecosystems. Those features will allow interactive
simulations with all three major greenhouse gases (COg2, CHy, and N2O) in Bern3D-LPX to
quantify the joint feedbacks between climate and those greenhouse gases, which are currently
largely unknown.

Secondly, existing models can be improved by optimizing their parametrization and/or reso-
lution. Data assimilation techniques can be helpful for this task (e.g. Gerber & Joos, 2010).
More specifically, the low bias in the carbonate saturation simulated by the Bern3D-LPX
model (see Chap. 4) could probably be reduced by adjusting model parameters to gener-
ate a more realistic alkalinity distribution. Additionally, an increase of the currently very
low horizontal resolution at high latitudes in the Bern3D model might help to improve the
simulated response in the Arctic Ocean. Similarly, the vertical ocean diffusivity parameter
could possibly be modified for a better match between observed and simulated historical CO2
concentrations (Chap. 4).

The third important issue that is highlighted here is the quantification of uncertainties.
The causal chain from human activities to global impacts on climate or ecosystems involve
uncertainties at each step. Uncertainties in the response of the carbon cycle to climate change,
for example, introduce a considerable uncertainty when translating CO9 emissions to changes
in atmospheric COs concentrations. Uncertainties in the climate sensitivity complicate the
prediction of temperature changes for a given change in CO4 concentrations in a similar way.
The association of a quantified uncertainty with the projection of a variable makes it a much



176 7. OUTLOOK

stronger statement and would be helpful for taking decisions based on that projection (Allen
et al., 2000; Knutti et al., 2002; Meinshausen et al., 2009; Tomassini et al., 2010).

One way to address this problem is to provide an ensemble of simulations which explores the
model parameter space within its range of uncertainty. Observational data can then be used
to constrain the uncertainty range by assigning probabilities to individual ensemble members
based on a metric that quantifies the compatibility of this specific parameter setting with
observations. This approach typically requires a large number of simulations which is often
not feasible with complex models because of computational constraints. Therefore reduced
complexity models, such as the Bern3D-LPX, are ideal tools for this task.

The goal of an ongoing study is to extend the results presented in chapter 4 to provide
probabilistic projections with a Monte Carlo based approach. In a first explorative phase,
26 model parameters have been selected which affect the carbon cycle and climate response
of the model. These parameters control, for example, the photosynthesis of the terrestrial
biosphere, the climate sensitivity of the model, the air-sea gas exchange and ocean mixing,
or the radiative forcing from aerosols. The defined parameter space is sampled using a Latin
Hypercube Sampling method (McKay et al., 1979) to generate a model ensemble of 1000
members. With each model in this ensemble, the historical simulation (1800-2010) described
in chapter 4 is performed.

A collection of observational data sets is used to calculate a likelihood for each model config-
uration that quantifies its compatibility with the observational data. Following a Bayesian
approach, posterior probability density functions (PDF) can then be calculated for the indi-
vidual parameters and for projected quantities (Rougier, 2007). This method is illustrated in
Fig. 7.1 by constraining a parameter governing terrestrial photosynthesis with observational
estimates of the fraction of absorbed photosynthetically active radiation (fAPAR) based on
satellite data.

A major challenge regarding this probabilistic approach is the definition of a meaningful
likelihood function to constrain the parameter space. The likelihood function should represent
a proper probabilistic measure to be able to make valid conclusions with respect to the
probability of future projections (Rougier, 2007). A common approach is to compare the data-
model difference to a normal distribution with a variance that combines the observational and
model error. Specifying those errors, however, is often not straightforward. Further, errors
can be correlated in time, space, and/or between different variables. This is particularly true
for variables for which a large amount of measurements is available, such as three-dimensional
ocean tracer fields. In those cases, a proper probabilistic treatment requires the specification
of a covariance matrix, which is often unknown or difficult to estimate (e.g. Schmittner et al.,
2009). Thus, several methodical problems need to be solved in the continuation of this study.
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Figure 7.1: Illustration of constraining the model parameter space by observational data in a probabilistic
approach. Panel (a) shows the annual cycle of the fraction of absorbed photosynthetically active radiation
(fAPAR) estimated from satellite observations (red; Gobron et al., 2006) and for an ensemble of model simu-
lations with Bern3D-LPX (black/gray). The darkness of the lines indicates the likelihood of the model results
to be compatible with the observations. Please note that only results from the 300 simulations with the high-
est likelihoods are shown. The whole ensemble (1000 members) spans a much wider range from flat annual
cycles around 0.07 to maximum values of about 0.45. The model ensemble has been generated by sampling 26
parameters from defined prior distributions. The prior PDF for one of these parameter (aq) is shown by the
blue line in panel (b). «, is a parameter in the LPX model that primarily accounts for the photosynthetically
active radiation absorbed by non-photosynthetic structures (such as branches) and thus controls the amount
of radiation available for photosynthesis (Sitch et al., 2003; Zaehle et al., 2005). By using the likelihoods
indicated in panel (a) as weights, the plausible parameter range assumed for the prior distribution (blue)
is reduced significantly in the posterior distribution (gray bars). Moreover, the most probable value for aq,
is shifted from 0.5 to about 0.38 in the posterior PDF. Please note the the posterior PDF is scaled to the
maximum value of the prior for visibility, and thus the values on the y-axis only apply to the prior distribution.
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Appendix A

Coupling of the Bern3D and LPX
models

A.1 Method

This appendix provides a technical overview of the coupling mechanism used to combine the
Bern3D and LPX models. The coupler routine of the Bern3D model, calculates the change
in atmospheric CO» given different fluxes at each time step of the integration:

dCOs(t)

2 = Ben(t) + Euu(t) — Bua(t) = Foen(t (A1)

Epp and Ery denote fossil fuel (FF) and land use emissions. Fngq and Foc, are the simulated
fluxes from the atmosphere to the land and ocean, respectively. COs concentrations, Efp,
FEru, and Fiq can be prescribed with time series. Fi,q will be calculated by the LPX model
if a missing value is prescribed, Fyc, is always calculated by the Bern3D model. Ery can be
used to prescribe land use COy emissions explicitly. It should be zero if land use emissions
are calculated interactively by the LPX model. In that case COq fluxes from land use are
included in Fj,q. Either the prescribed CO2 or Fgpp must be a missing value in order to
be able to solve the budget. If CO5 concentrations are prescribed the implied emissions are
calculated and vice versa. Which of them is prescribed may change during a simulation.
E.g. historical CO2 concentrations can be prescribed and for future scenarios the model can
switch to prescribed emissions and simulate the concentrations interactively. When carbon
isotopes are enabled, the *C-signature of FF emissions must be prescribed additionally.

As mentioned above, if the prescribed value for Fj,4(t) is a missing value, the Bern3D model
will obtain the carbon flux from the LPX model. This will be done only once in a model year
because of the design of the LPX model. The LPX main routine is called in the first Bern3D
time step of each year. Input data are the global mean atmospheric COy concentration,
the isotopic signatures for C and 14C (if enabled), and ATyep, the global annual mean
temperature deviation from the previous year with respect to the preindustrial steady state.
ATyep is used by the LPX model to scale anomaly patterns for temperature, precipitation
and cloud cover that have been obtained in a global warming simulation with the NCAR
model, which will then be added on top of the 31-year baseline climatology, in order to
emulate the spatial response of the NCAR model to changing global mean temperatures.
Given this input, LPX simulates one annual cycle and returns the total atmosphere-land flux
for that year including the isotopic signatures. This flux is saved and applied uniformly as
Fihq at each Bern3D time step of the year. In addition to the carbon fluxes, two-dimensional
fields of simulated surface albedo are returned from LPX, which are mapped to the Bern3D



180 A. COUPLING OF THE BERN3D AND LPX MODELS

grid and applied as described in the next two sections. Figure A.l provides on overview of
the interactions between model components. Please note, that there is no coupling of the
hydrological cycle between the LPX and Bern3D model components.

RUNNAME___.forcing.parameter
- CO2 conc.
- CO2 FF emis., FF-613C
Coupler routine / - <N:g§*|.u emis.
[Flag: _atmepl] / - Non-CO2 rad. forcing
Solve C-budget for o
- CO2 conc. NEP*==m|ssmg\
oR AL - 31-year climatology (CRU)
- FF emis. A CO2, 513C, 614C, AT - Patterns from NCAR GCM
A | | for T,PRECIP,CLOUDS
NEP*, NEP-13, NEP~4
AO-flux New conc. ©13C, 514C of RH
C12,13,14 C12,13,14  14C-decay, TotC-613C
Albedo-Fields

)

RUNNAME___.Ipj.parameter
- land use forcing files

Figure A.1: Basic overview of interactions between Bern3D and LPX model components. The coupler routine
(vellow) solves the carbon budget given the fluxes/concentrations from the Bern3D ocean and atmosphere
(blue), the fluxes from LPX (green), and the prescribed forcings (white). LPX is driven by atmospheric CO2
and global temperature anomalies from Bern3D to scale patterns for temperature, precipitation, and cloud
anomalies, which are added on top of a baseline climatology.

Technically, the LPX model can be executed as a subroutine within the Bern3D model (serial
mode) or it can be executed as a separate process on the same or on another host (parallel
mode). For the parallel mode, MPI is used for the communication between processes. In this
mode, the LPX model can be parallelized further internally to increase the performance (see
Appendix C). The maximal performance is reached when the LPX component requires the
same amount of time to simulate one model year as the Bern3D component on a single node.
The differences in the program flow between the serial and parallel modes are depicted in
Figure A.2.

A.2 Mass-conserving mapping between LPX and Bern3D grids

The Bern3D and the LPX model components run on grids with different resolutions. A
spatially resolved coupling of the model components requires the exchange of two-dimensional
fields such as albedo maps, mass fluxes, or temperature fields. To translate those fields
between the two different grids, a mapping matrix is calculated. The matrix elements are
weights w(iLpx, JLPX, iB3D, jB3D) that are proportional to the overlapping area of grid-cell
pairs {(iLpx, JLPX), (iB3D, jB3D)}. The matrix needs to be calculated only once for a specific
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Bern3D - LPX coupling modes

A) Serial mode (1 task) Bern3D flags:  LPX flags:
program bern3d _Ipj _bern3d_Ipj =1
Ip}_(@pl _parallel_mpi =0

coupler_init()
> bern3d_Ipj read_parameters()
L> bern3d_Ipj_init()

coupler_atm()
|—>bern3d_|pj()—> Ipj()

main loop

B) Parallel mode (1+n tasks)| gern3D flags: LPX flags:
program bern3d _pj _bern3d_pj =
_Ipj_mpi parallel_ mpi =1
|—>para|le| mpi_init() - -
bern3d_main() Bern3D bern3d_Ipj_main() LPX
1 task n tasks

coupler_init()
bern3d_Ipj_read_parameters()
bern3d_Ipj mpi_sendparam() —3» bern3d_Ipj mpi_recvparam()
MPl bern3d_Ipj_init()

communication

coupler_atm()
bern3d_Ipj_mpi_recvoutput()
bern3d_Ipj_mpi_sendinput()

bern3d _Ipj() = Ipj()
bern3d_Ipj mpi_sendoutput()
bern3d Ipj mpi_recvinput()

main loop </|
main loop

parallel_mpi_finish()

Figure A.2: There are two ways to attach the LPX model to Bern3D. In the serial mode (A), only one
process is executed and the LPX main routine (1pj()) is simply called from the Bern3D coupler routine. In
the parallel mode (B), the setting is a bit more complex as Bern3D and LPX are executed as separate, parallel
processes in order to improve performance. The program flow is basically the same, but additional routines
(in italic) are required to communicate between the processes using the MPI framework. The processes can be
executed on different hosts connected via a network and the LPX task can be parallelized further as described
in Appendix C to increase the performance.

grid specification. This is done by the bern3d_1pj_calcmap() routine which is called from
the initialization routine bern3d_1pj_initmap() [bern3d lpj map.F].

The implemented algorithm is based on the assumption that the LPX grid resolution is
higher than the Bern3D resolution at all points, i.e. one LPX grid cell may overlap with
up to four Bern3D grid cells, but not more. This simplifies the problem significantly. For
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each LPX grid cell (irpx, jLpx) four factors f with > fr = 1 are calculated that correspond
to the overlapping area fractions of the adjacent Bern3D grid cells (igsp — 1,jBsp — 1),

(iBgD,jB3D — 1), (iBgD — 1,j]33D), and (iBgD,ngD), respectively (Fig. A.3). The factors fo,
f3, and f4 can be zero if there is no overlap with the corresponding adjacent Bern3D grid
cell. The indices (iBsp, jBsp) of the adjacent Bern3D grid cells for a given LPX grid cell are
determined by searching the smallest lower-left corner coordinates (lon., lat.) that both are
greater than the lower-left corner coordinates of the LPX grid cell (iLpx,jrpx). With these
factors the following weights are calculated:

: Arpx (1LPX, JLPX)

Agsp(igsp — 1, jB3p — 1)

4 . . . Arpx (iLpx, JLPX

w(iLpxX, JLPX, iB3D, JB3D — 1) =f2 .( > ) (A.2)

Agpsp(iB3p, jB3p — 1)

Arpx (1LPX, JLPX)
Agsp(igsp — 1,7B3D)
. Avpx(iLpx, JLPX)
=f4 : .
Agsp (183D, JB3D)

w(iLpx, JLPX, iB3p — 1, jB3p — 1) =f

w(irpx, JLPX, 83D — 1, jB3D) =f3

I

w(iLpX, JLPX, IB3D, JB3D)

where Appx and Apsp denote the corresponding grid cell areas. All other elements for a
given LPX grid cell (irpx, jLpx) are zero and ZZ‘LPXJLPX w(iLpX, JLPX, iB3D, jBsp) = 1 for all
iB3D, JB3D-

f B3D(i-1,)) B3D(i,j)
fq f,
é
f, f,
: LPX(i,j .
) CidC)
 B3D(-1,-1) B3D(i,j-1)

Figure A.3: LPX and Bern3D grid area fractions used to calculate mapping weights.

With the weights calculated during model initialization, LPX fields X1 px can be translated
to Bern3D fields at any time by

Xpap(issp,jesp) = Y w(iLpx, JLPX, 13D, jB3D) XLX ({iLPX, JLPX); (A.3)
iLPX,JLPX

while conserving the global integral. This is done by the subroutine bern3d_1pj map(). The
matrix multiplication is optimized by storing the minimum and maximum index of non-zero
elements in the sparse matrix w for a given LPX grid cell.

Some care has to be taken when the field X contains missing values, which is usually the case
(e.g. ocean boxes). The bern3d_lpj-map() routine offers three options to handle missing
values:
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1. None: Don’t handle missing values at all. No checking for missing values is performed
during the matrix multiplication

Xowt = Z w; X1,pX ;- (A4)
i

2. Mixing: Use the default values of a given field (Xj,) for the areas where LPX values
are missing
Xout = Z wznomissXLPXJ + (1 o Z wzpomiSS)‘XviI17 (A5)
7 7

where w?omiss stands for the weights that correspond to non-missing LPX grid cells.
This can be used, for example, to combine ocean and land fluxes, weighted by their
area fractions. Note that if Xj, is initialized with zero, the total mass is conserved by
reducing concentrations in grid boxes that map to missing and non-missing values.

3. Up-scaling: Use the average non-missing data for the entire grid cell. Note that this
option does not conserve mass anymore, but concentrations:

1

Xv—out - ;
nomiss
Zz’ w;

> Wi X px . (A.6)

There is a test program bern3d_lpj map_-testprog.F, which can be used to test the mapping
routines. The mapping in the other direction, from the Bern3D grid to the LPX grid, is
not yet implemented, but this should be straightforward by using the same weights and by
adding a routine similar to bern3d_lpj map().

A.3 Coupling LPX and Bern3D surface albedo

The coupling of the albedo calculated by LPX with the albedo used in the shortwave radiation
code of the Bern3D EBM module can be enabled with the flag _1pj_albedo in the Bern3D
code. Monthly surface albedo fields are passed to the Bern3D coupler [coupler.F] along
with the other output needed for interacting with the atmosphere, such as the global annual
mean NEP. In order to be able to estimate changes in radiative forcing that are directly caused
by land use changes, two fields are transferred. One is the total albedo (weighted average of
all land use classes) and the other is the ‘natural’ albedo only (excluding anthropogenic land
use classes). Note that the natural albedo can only be calculated as long as the natural land
use area is greater than zero. If a grid box is entirely occupied by anthropogenic land use,
the natural albedo will be a missing value.

In the Bern3D coupler routine, the fields are mapped to the Bern3D grid. Missing values are
treated according to the up-scaling method (section A.2) with the default values being the
albedo from the previous year if available, or the missing value otherwise. That means that
when the natural land use area goes to zero in one grid cell, the natural albedo is kept at
the value of the last year with non-zero natural area (CAVEAT: as long as the model is not
restarted!). This has some implications for the radiative forcing diagnostics but not for the
effective radiative forcing itself (section B.2).

In the atmospheric shortwave code [atmcalcsw.F], changes in the LPX albedo are added to
the constant albedo climatology used by the Bern3D EBM. Fist, a reference annual cycle aie];f,x
is determined by averaging the albedo field from LPX during a calibration period, which can

be specified with the parameter albedo_ref _years. If the 31-years CRU climatology is used
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for the LPX climate forcing, 31 years is a good choice for that period. After the calibration
period, the EBM surface albedo aity, is modified with

Qam (65 ) = @aem (i, 5) + (arpx (i, ) — aipx (i, 1) (A.7)

at each time step. Only Bern3D land grid cells (7, j) are considered, i.e. the albedo of ocean
grid cells is not changed even if there are some LPX land grid cells that map to them. For
Bern3d land grid cells which are partially ocean grid cells on the LPX grid, the average
albedo of the LPX land cells is used for the entire cell (this is done automatically by using
the up-scaling method when remapping the fields). To exclude potentially unrealistic values,
the resulting albedo is limited to a maximum of 0.85 and a minimum of 0.01.



Appendix B

Implementation of new forcings and
diagnostics in Bern3D

B.1 Sulphate aerosol forcing

Sulphate aerosols are taken into account by changing the surface albedo locally according to
the parametrization by Reader & Boer (1998). This forcing is enabled by the _ebm_aerosol_od
flag and the corresponding options in the forcing parameter file. A time-varying 2D field of
aerosol optical depth (i, 7,t) is read in at model start-up. The aerosol optical depth can be
derived from the mass aerosol loading B(SO?{). In the shortwave radiation code, the albedo
is then modified as follows:

ﬁd(ivjv t)<1 — O‘atm(iv jv t))Q
cos(6) ’

aatm(iaja t) = aatm(i7j7 t) + (Bl)

where = 0.29 and 6 are the upward scattering parameter (Reader & Boer, 1998) and zenith
angle, respectively. Because the parametrization does not work for zenith angles close to 90°,
it is only applied if cos() > 0.001 (0 < 89.9°). The contribution from diffuse radiation due
to clouds is neglected.

B.2 Radiative forcing diagnostics

The EMIC AR5 simulation protocol requires to diagnose the total external radiative forcing
(i.e. solar, orbital, greenhouse gases, aerosols, and land use change). These diagnostics can
be enabled with the _ebm radforc_diag flag. The radiative forcing due to changes in total
solar irradiance and orbital parameters can simply be derived from the incoming shortwave
flux at the top of the atmosphere (Ritz et al., 2011):

RFo1,0b(t) = FEOA (1) — FEOA (), (B.2)

where ty is the reference time. The radiative forcing due to greenhouse gases and vol-
canic aerosols (and possibly other external forcings) applied in the long wave radiation code
[atmplanetarylw.F] is also straightforward because it is already specified in terms of a global
radiative forcing RFg1or, (GHGs other than CO; and volcanic aerosols) or can be translated

directly (COg):

(B.3)

atm (1
RF ey 1 (£) = RFgion (t) + 5.35 Wm 2 - log (PCOM()>

278 ppm
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Diagnosing the radiative forcing due to changes in surface albedo is less trivial because it
affects the calculation of the shortwave fluxes in a more complex way [atmcalcsw.F]. Tech-
nically, this is solved by calling the shortwave routine multiple times. First no additional
forcings are applied, then the shortwave fluxes are calculated once with only the sulphate
aerosol forcing enabled and once with only the ‘natural’ (i.e. not land use related, see section
A.3 for a description and caveats) LPX albedo forcing. In the final step, all forcings are
applied and this result is then also used for the actual model integration. The previous steps
are just for diagnostic purposes and they are skipped if _ebm radforc_diag is not enabled.
Note that all changes in surface albedo simulated by LPX are considered as additional forcing
in this step, although albedo changes that are not directly related to land use changes are
an internal feedback and not considered an external forcing. By comparing the outgoing
shortwave fluxes at the top of the atmosphere (Fgy in Ritz et al. (2011)), the contributions
of the different forcings can be estimated:

RF aerosol — F.P Fp

sw,aerosol = sw,0
__ up _up
RFalbedo nat = st,albedomat FSW,O (B4)
__ rup up
RFalbedo,LU - st,total — RFaerosol — RFalbedonat — st,O
up up up up .
Fewor F, sw.aerosol’ F sw.albedo_nat and F sw total denote the diagnosed shortwave fluxes when ap-

plying no additional forcings, only sulphate aerosols, only LPX albedo changes without land
use, or all forcings, respectively. For this estimation, a linear relationship between changes
in surface albedo and the resulting radiative forcing is assumed.

The total external radiative forcing according to the EMIC AR5 protocol is then calculated
as

RFext,total = RFsol,orb + RFexth + RFaerosol + RFalbedo,LU' (B5)

B.3 Sea level rise and ocean heat content

Steric sea level rise (SSLR) and ocean heat content (OHC) are diagnosed when the flag
_diag heatuptake is set. The ocean heat content is calculated as follows for the total ocean
volume as well as for the top 700 m, a depth level often found in observation based data-sets:

OHC =" eppli, j, k)V (k) (T(i, j. k) + 273.15K) (B.6)
05,k
where ¢, = 3981.1 Jkg 'K~ is the heat capacity of sea water, p the water density, V the

grid cell volume, and T the temperature in °C.

The global mean steric sea level rise is calculated as

1 pO(iaja k) )
Aoc ”Zk (k) ( p(i, j, k) (B.1)

where Ag. is the total ocean area, d.(k) the grid cell height, and po(i, j, k) the reference
density, which is diagnosed at the first time step of the model integration.

The density p used to calculate SSLR and OHC needs to be converted from model units
(Pmod) to real units with

p(ivjv k) = Pmod(i7j7 k)psc + 0.7968 kg m_2 PSU_I : SO + Psc,05 (B8)
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where Sy = 34.78 psu is the reference salinity and ps. o = 1000 kg m~—2 and

Psc = psc,[)fscuscrsc(gscdsc)il
=1000kgm™2-0.5ms™-2-7.29217%s7 . 6.37-10°m - (9.81ms™2-5000m)~! (B.9)
=0.9470 kg m 2

are dimensional scale values, probably related to the following fundamental scales: water
density, frequency corresponding to a timescale of ~ 1.9h (7), ocean currents speed, Earth
radius, gravity, and ocean depth.

B.4 Temperature tracking

Following Zickfeld et al. (2009), a temperature tracking mechanism has been implemented
that allows it to force the model with a global mean surface temperature profile. During the
simulation, CO9 emissions required to follow the temperature profile are diagnosed interac-
tively.

The temperature tracking can be switched on with the _atmcpl_temptrack flag. In this
mode, the temperature profile Ti,(¢), instead of COy concentrations or emissions, is read
according to the settings in the forcing parameter file [coupler.F]. At each time step, the
CO3 emissions are calculated as

E(t) = kconvkdamp (Tl (t) — Trave (t)) s (B.].O)

where Tyave(t) is a running average of the simulated global mean temperature. The current
averaging period is one year. kcony = %2%‘?2? is a conversion factor that relates CO5 emissions
to changes in temperature. This relation can be estimated with the climate sensitivity and
the integration time step At of the model. A damping factor kgamp has to be included to
ensure an over-damped system. The choice of this factor is crucial and not trivial. If the
damping is too weak, strong oscillations in the simulated temperature may occur and it likely
overshoots the prescribed profile significantly when the temperature trend changes rapidly.
If it is too strong, the model is not able to follow the profile where the rate of change is too

high (Fig. B.1). After some testing the following adaptive damping factor was introduced

kdamp = f-0.054 (1 — f) - 0.005 (B.11)
= min(t — tes, 15y1)
N 15yr ’

where ts is the time at which the last change of sign in the emissions E occurred. That means
that the damping is allowed to relax up to the maximum value of 0.05 with a timescale of 15
years. If a change of sign occurs, the damping factor is reset to the minimum value of 0.005.
This method avoids oscillations and overshooting when the prescribed temperature profile
changes rapidly, while it allows to follow steep continuing slopes. This has been validated
with historical and projected (RCP-8.5) temperature profiles (Fig. B.1).
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Kgamp = 0.001 B Kgomp = 0.001

I Kapnp = 0.01 —— | Kyomp = 0.01 —— |
1 kggmp = 0.1 - kagmp = 0.1
! kgomp = 0.005-0.05 (GBoptive) — Kgamp = 0.005-0.05 (06aptive) ——
Prescribed = Prescribed mmm
1260 T T T T T T T T T 180 T T T T T T T T T T T T T T
1800 1820 1840 1860 1880 1900 2000 2040 2080 2120 2160 2200 2240 2280
Year Year

Figure B.1: Influence of different damping factors kqamp on the ability to track a prescribed temperature
profile (black) for a historic (left) and projected future period (right). The red line shows the result with the
adaptive damping factor that has finally been implemented.
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Appendix C

Parallelization of the LPX model

The LPX model poses an ideal parallelization problem because the calculations for individual
grid cells are independent from each other. Only the computation of global mean values and
the coordinated input and output to files or other model components (e.g. when LPX is
coupled to the Bern3D model) require communication between the parallel processes (tasks).
The MPI (Message Passing Interface) framework! is used for the communication between the
tasks. MPI allows the parallel computation on separate nodes that are interconnected via a
network.

Due to the independence of individual grid cells, the domain (all grid cells) can be divided
arbitrarily for the parallel processing by IV tasks, where N can be any number between 2 and
the number of grid cells. Because the slowest tasks limits the processing time of the whole
domain, the challenge is to distribute the workload equally among the tasks. This is not easy
because the processing time of each grid cell depends on the type of vegetation, number of land
use classes etc. that are present in that cell. To optimize the distribution, computation costs
for different grid cell types can be defined. An algorithm at the initialization of the model uses
those weights to divide the domain into N parts that all have about the same computational
costs (1/N of the sum of costs of all grid cells). Currently, only ‘normal’ and peatland grid
cells are distinguished, which eliminates the largest disproportions in computational costs
because peatland cells are much more expensive. The equal distribution of the workload is
crucial, especially when a large number of tasks are used. If, for example, the domain is
distributed among 100 tasks and the distribution is ideal for 99 tasks (equal costs) and just
one task is 30% slower than the others, then the computation time for the whole process is
about 30% longer because 99% of the CPUs are wasting 30% of their time waiting for the
slower process. To further optimize this, the computational cost of each grid cell could be
measured with a calibration run, which could then be used to find an optimal partitioning of
the domain.

After the distribution of the grid cells among the tasks, each task runs the LPX model for
the grid cells that have been assigned to it. For simplicity, all tasks currently initialize all
grid cells and read the input and restart data for the whole domain, although they operate
only on a smaller set of grid cells. This could be optimized and would reduce the memory
consumption and model initialization or input/output time. Most of the processing is done
as if the individual tasks were independent model runs with a reduced number of grid cells,
with the following exceptions: (i) At the end of one year all tasks send the data needed to
calculate global values to the master task which then computes the required quantities. (ii)
At time steps where a restart or output file is written, all tasks send their part of the required
fields to the master task, which then writes the data to the output files.

"http://www.mcs.anl.gov /research /projects/mpi/
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C.1 Technical notes

1. To enable the parallelization code the flag ‘_parallel_mpi’ must be set to 1 in Ipj_feature_control.inc.
To compile the code, OpenMPI flags must be added to Makefiles:

COMPFLAGS += $(shell mpif90 --showme:compile)
DEBUGFLAGS += $(shell mpif90 --showme:compile)
LIBS += $(shell mpif90 --showme:1link)

2. To run the parallelized code the main program must be submitted with the option ‘#$ -pe
orte NTASKS’ in the submission file (see submitjob_lpx_openmpi.sub for an example), where
NTASKS is the number of tasks that should be started. Each task has a different ‘mpi_rank’,
which is used to trigger different behavior of the tasks. The global domain (minline:maxline)
is divided into parts (minline_task:maxline_task) that will be processed by a specific task.
Some parts of the code are executed only by some tasks (e.g. only the master task writes
output files).

3. Most of the parallelization code is in ‘parallel mpi.F'/.inc’. Important changes in the LPX
code, that should also be considered for future development, are:

1. minline_task/maxline_task should now be used to refer to the domain that is pro-
cessed by ONE task. minline/maxline should only be used when really referring to
the WHOLE domain, i.e. the global domain that has been processed by all tasks
together and that has been merged by the master task.

2. All output data has to be gathered and merged by the master task before it is written
to files. Therefore, new output variables have to be added to the following routines in
parallel_mpi.F:

parallel_mpi_gather_restart (restart file variables)
parallel _mpi_gather_cdfoutput (netcdf output variables)
parallel_mpi_gather_global (global data -> ASCII output)

3. Code that should only be executed by the master task must be enclosed by if-statements:

if (mpi_rank.eq.mpi_lpjmaster) then

endif

4. The main program that drives the lpj routine must call ‘parallel_mpi_init’ once before call-
ing the Ipj routine for the first time. After the last call of the Ipj routine ‘parallel_mpi_finish’
must be executed. Remember that the code in the main program will be executed by ALL
tasks simultaneously unless you use ‘mpi_rank’ to select specific tasks. Typically, the main
program looks similar to this:

program main
include ’1lpj/lpj/parallel_mpi.inc’

call parallel_mpi_init

do year = 1,maxyears
call 1pj(year,...)
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end do

if (mpi_rank.eq.mpi_lpjmaster) then
<some stuff that is only done by the master task>
endif

call parallel _mpi_finish
end program






Appendix D

Parallelization of the PISCES
model

The marine ecosystem model PISCES can be used to replace the relative simple represen-
tation of the marine biota the Bern3D model. However, switching from the standard model
setup to PISCES increases the computational costs significantly. Therefore, a shared-memory
parallelization technique (OpenMP?!) has been applied in order to increase the computing
performance. This appendix summarizes this attempt from a technical point of view.

D.1 Code changes

A bunch of depth/lat/lon loops in the PISCES code have been parallelized using OpenMP.
This was done by adding !$0MP PARALLEL DO directives? before the loops. This directives are
not FORTRAN code, but special comment lines that serve as instructions for the compiler.
For example:
1$0MP PARALLEL DO PRIVATE(jk,jj,ji,[other local vars used in loop])
DO jk = 1,jpkk
. DO jj = 1,jpj]

DO ji = 1,jpii

(code that depends only on data at depth jk)

END DO
. END DO
END DO

In this case the outermost loop (over jk) will be split up and executed in parallel (i.e. in
separate threads). This implies that the code inside the loop must depend only on data at jk
and not on data at other depth-slices (e.g. jk-1). This does not apply to jj and ji, because
these loops will be executed completely by one thread. However, these variables must be
declared as private in the !$0MP PARALLEL DO statement, along with other variables in the
loop that need to be used independently by the parallel threads. This is crucial, because if
you don’t do this, the threads will use and modify the same variables and data in parallel.

For some loops it was necessary to change the order of the loops (i.e. switch depth with lat
or lon), because the code inside the loop depends on data at other depths, but not on data
at other lat/lon.

"http://openmp.org
2PGI User’s Guide, Chapter 5, p.135fF
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D.2 Compiling and running

A program that has been parallelized using OpenMP (shared-memory) can only be executed
in parallel on multi-CPU or multi-core machines by using multiple CPUs at the same time.
It cannot be used to distribute the work on multiple nodes as it can be done with MPI
(message-passing).

To compile the code with OpenMP support you simply have to add the -mp PGI compiler
option. With this switch the compiler will interpret the !'$0MP directives and parallelize the
code. Without this option, these directives are ignored.

To run the program the stacksize limit of the shell has to be increased sometimes3. If you
don’t do this it is likely to get an ‘Segmentation fault’ error. You can do this with ulimit
-s unlimited (bash, sh, ksh) or with 1imit stacksize unlimited (csh).

The parallelized program can be used like normal. In that case it will usually use only one
CPU by default. You can set the number of CPUs (parallel threads) that should be used
with the OMP_NUM_THREADS environment variable*. For example:

echo "test______ " | OMP_NUM_THREADS=2 ./bern3d

This will execute the Bern3D model on two CPUs (if available). Please note that you can
set any number of threads, but it will be very slow if you specify more threads than actually
available CPUs. You can view information about the CPU(s) of a machine with the command
cat /proc/cpuinfo.

D.3 Results

With the code changes described above the performance was improved by about 19% by
using two CPUs instead of one (20.8 sec/timestep to 16.8 sec/timestep on node beta022).
This improvement is only moderate, possibly because relatively large memory data transfers
limit the performance. On newer hardware with larger memory transfer bandwidth, the
relative improvement of the parallelization is probably better. Also, this outcome suggests
to address optimizations in the data management before further parallelizing the model.
Large data amounts are copied between variables at each time step. This could probably be
improved by using pointers and a double buffering approach.

The performance was also tested on the IBM p5 system (blanc) at CSCS in Manno. There,
the improvement was 30%, 49%, 56%, and 58% when using 2, 3, 4, and 6 CPUs instead of
one (20.1 sec/timestep (1 CPU) to 8.5 sec/timestep (6 CPUs)). Using more than 6 CPUs
did not increase the performance. However, because of the different system another compiler
was used in this test and the results have not been verifed.

3PGI User’s Guide, Section 1.5.2, p.29f
4PGI User’s Guide, Section 5.19, p.154



Appendix E

The Bern3D NetCDF Module

E.1 Introduction

NetCDF (Network Common Data Form) is a data format commonly used to store array-
oriented scientific data, and in particular gridded data in geosciences. More information about
NetCDF can be found at http://www.unidata.ucar.edu/software/netcdf/. NetCDF files
can be processed easily with command line tools like nco' or cdo? to perform standard
operations (e.g. concatenating files, averaging, extracting variables etc.).

NetCDF is natively supported by many powerful data analysis and plotting tools such as
FERRET? or the NCAR Command Language (NCL)*. Further, NetCDF libraries or modules
exist for many programming languages (e.g. FORTRAN, C, Perl®, Matlab®), which provide
functions to access, create, and modify NetCDF data easily.

This appendix describes how NetCDF input/output was implemented in Bern3D replacing
the old ASCII output. A modular approach is taken to encapsulate the technical details in
generic routines. The goal is to minimize changes required in the existing model code, to
facilitate the addition of new output variables or grid definitions, and to avoid duplication of
code.

E.2 Bern3D NetCDF output

E.2.1 New source code files

NetCDF output is mainly implemented in the following files:

1. netcdf output.F: Main routines that represent the interface to the rest of the model
code. Time-dependent variables are defined here.

2. netcdf_write.F: Routines that define and write variables and header data to the
NetCDF files (mostly generic code). Time-independent variables and global attributes
are defined here.

http://nco.sourceforge.net/

*http://wuw.mpimet .mpg.de/fileadmin/software/cdo/
Shttp://ferret.wrc.noaa.gov/Ferret/

‘http://www.ncl.ucar.edu/

®Module NetCDF (use Netcdf;), http://www.unidata.ucar.edu/software/netcdf-perl/
5NetCDF Toolbox (help netcdf), http://mexcdf.sourceforge.net/
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3. netcdf _util.F: Low-level utility routines that are mainly used in netcdf write.F.
Most calls to NetCDF library routines are done here.

4. netcdf _var.cmn.F: Global variables used by the NetCDF module. Variable ID vari-
ables are declared here.

E.2.2 Output file types

Four different output types are currently implemented:

1. Full output, instantaneous (cdf_type = 1)
Filename: RUNNAME_YYYYYYY full_inst.nc

2. Full output, averaged (cdf_type = 2)
Filename: RUNNAME_YYYYYYY full_ave.nc

3. Time series output, instantaneous (cdf_type = 3)
Filename: RUNNAME_YYYYYYY timeseries_inst.nc

4. Time series output, averaged (cdf _type = 4)
Filename: RUNNAME YYYYYYY timeseries_ave.nc

‘Full output’ refers to the low-frequency comprehensive output (usually full 2D or 3D fields)
and ‘time series output’ refers to the high-frequency output (usually global averages) of some
variables. Instantaneous output files contain the values at the end of the output interval (e.g.
31-DEC 23:59) and can be used to restart the model. Averaged output contain the values
averaged over the output interval (e.g. annual mean). The full output files contain the same
set of variables for both time representations, whereas for the time series output independent
lists of variables are used. All files also contain the same set of time-independent variables
and global attributes (model version, run description, date, grid, masks etc.). In the file
names listed above RUNNAME is replaced by the name of the run and YYYYYYY by the base
year t0 (including leading zeroes) of the output period. Currently, the base year is limited to
seven digits. The base year can be negative, in that case YYYYYYY is replaced by the minus
sign plus six digits. (Note for FERRET users: When using dates where year < 2 or year >
9999, the calendar feature must be disabled with the command ‘cancel mode calendar’.)

E.2.3 Choosing the output method

ASCII and NetCDF file output can be enabled and disabled independently using the prepro-
cessor macros -D_ascii and -D_netcdf, respectively. If both flags are present, ASCII and
NetCDF output will be created simultaneously.

NetCDF verbose messages to stdout can be enabled using the -D_netcdf_debug preprocessor
switch.

E.2.4 Main concept

At model start-up netcdf _init () initializes the NetCDF output module. This includes the
definition of output variable sets (incl. names, units etc.). To each variable an ID is assigned
(e.g. cdf_vid 2Dh PSI for full output of the barotropic stream function), which is used in the
diagnostics code to store the data. For tracers which are stored in ts(1: ntr,:,:,:) the
array cdf vid_3D_tr(1l: ntr) is used to store variable IDs.
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During model integration netcdf _output () is called at the corresponding frequency for the
different output types, which will create the NetCDF files and write out data. At the end of
the run netcdf _finish() is called to do the cleanup.

In the diagnostics code of the model the output data is written to ASCII files as previously
and/or stored to a cdf_var_* data structure using the variable ID. Typically for the full
output variables this will look like this:

subroutine outputXY(unit)

include ’var.cmn’
include ’netcdf_var.cmn’

do i=1,imax
do j=1,jmax
do k=1,kmax
#ifdef _ascii
I--—— ASCII output
if (not_missing)
write(unit,*) varXY(i,j,k)/ndtyear
else
write(unit,*) 0.0
endif
#endif
#ifdef _netcdf
I--— NetCDF output
if (not_missing)
cdf_var_ave_3D(cdf_vid_3D_XY,i,j,k) = varXY(i,j,k)/ndtyear
endif
#endif
enddo
enddo
enddo

[...]

Here cdf var_ave_3D is the data structure for averaged 3D full output variables and cdf_vid_3D_XY
is the ID of this variable defined in netcdf_init().

E.2.5 Adding new time-dependent variables

Step 1: Defining the new variable in the NetCDF module

Fist you have to know the type of your new variable. Currently the following types are
supported:

1. 3D full output: VAR(time,depth,lat,lon)
Suffix: 3D

2. 2D horizontal full output: VAR(time,lat,lon)
Suffix: 2Dh
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3. 2D meridional full output: VAR(time,depth,lat)
Suffix: 2Dm

4. 2D horizontal ocean seasonal full output: VAR(time,yearstep_oc,lat,lon)
Suffix: 2Ds_oc

5. 2D horizontal ocean climatology full output: VAR(yearstep_oc,lat,lon)
Suffix: 2Dc_oc

6. 2D horizontal atm. climatology full output: VAR(yearstep_atm,lat,lon)
Suffix: 2Dc_atm

7. 2D horizontal monthly climatology full output: VAR (month,lat,lon)
Suffix: 2Dc_mon

8. 1D full output: VAR(time,lat/lon/depth)
Suffix: 1D

9. 0D (scalar) full output: VAR(time)
Suffix: 0D

10. 0D (scalar) atm. climatology full output: VAR(yearstep_atm)
Suffix: ODc_atm

11. Instantaneous time series: VAR (time)
Suffix: tim_inst

12. Averaged time series: VAR (time)
Suffix: tim_ave

All variables are defined in the subroutine netcdf _init() in netcdf_output.F. To define a
new variable add the following lines to the corresponding block of definitions for this variable
type (after the comment Define output variables):

cdf_nvars_SUFFIX = cdf_nvars_SUFFIX + 1
cdf_vid_SUFFIX_VAR = cdf_nvars_SUFFIX

cdf_var_name_SUFFIX(cdf_nvars_SUFFIX) = ’VAR’
cdf_var_lname_SUFFIX(cdf_nvars_SUFFIX) = ’Variable description’
cdf_var_units_SUFFIX(cdf_nvars_SUFFIX) = ’Units’

cdf_var_grid_SUFFIX(cdf_nvars_SUFFIX) cdf_grid_GRIDSUFFIX

SUFFIX must be replaced by the suffix of the corresponding variable type (e.g. 2Dh, see list
above) and VAR by the variable name (e.g. PSI, max. 16 characters). The variable descrip-
tion and units can be any strings with up to 80 characters (e.g. ’Barotropic Transport
Streamfunction’,’m/s’). If the variable has no units the units string should be empty (*?).

If the new variable is a standard tracer stored in the variable ts(1: ntr,:,:,:), the prede-
fined variable ID array should be used and the second line must then read

cdf_vid_3D_tr(tr_VAR) = cdf_nvars_3D

where tr_VAR is the variable that contains the tracer index. For all other variables the new
variable cdf _vid_SUFFIX VAR, which will contain the variable ID, must be newly declared in
netcdf var.cmn.F. Simply add the new variable name to the corresponding Variable IDs
block (integer variable definition and common block).
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The grid definition (last line) must only be present when defining full output variables. Time
series variable definitions do not contain this line. The currently defined grids (GRIDSUFFIX)
are listed in Table E.1.

If the output of a variable can be switched on and off with a preprocessor flag (e.g. -D_tr_dic
or -D_diagomaxA), you should enclose your changes in netcdf _output.F and netcdf var.cmn.
with the corresponding #ifdef and #endif directives.

Step 2: Storing the data in the model’s diagnostics code

Once the new NetCDF output variable is defined as described in step one, the NetCDF
module will take care of all NetCDF related operations. The only thing left to do is to
store the data in the cdf _var STORAGESUFFIX data structures. Like the ASCII output, this
should be done in the diagnostics code of the model. STORAGESUFFIX is similar to the the
suffixes described in step one, but the full output variable types are additionally divided into
instantaneous (cdf_var_inst_*) and averaged (cdf_var_ave_x) variables. All available data
structures and their common use are listed in Table E.2.

All output variables are of the type ‘double’ (REAL*8). Where no data is available (e.g.
because of the topography), the value must be set to the missing value. To do this, the pre-
defined constant cdf _missing_val should be used (the current value is +1D30). The NetCDF
module automatically resets all values of the cdf var STORAGESUFFIX data structures to this
value after each output timestep. Therefore it is sufficient to copy all non-missing values to
these data structures; there is no need to set the missing values explicitly.

All code related to ASCII file output (i.e. open(), write(), and close() statements) should
be enclosed by #ifdef _ascii and #endif. Correspondingly the statements which store the
data to the cdf_var STORAGESUFFIX structures must be enclosed by #ifdef mnetcdf and
#endif (see also example in section E.2.4).

E.2.6 Adding new time-independent variables and attributes

All time-independent variables (e.g. masks, constants etc.) and global attributes (e.g. run
description, date, model version etc.) are defined and written to the NetCDF file in the
subroutine netcdf header () in netcdf write.F. Global attributes are defined in section 1
using n_dglob():

call n_dglob(fid,attribute_name,attribute_string)

fid is the ID of the current file and must not be changed. attribute_name and
attribute_string can be any strings.

Time-independent variables are defined in section 3 of the subroutine netcdf_header().
Example for a scalar constant:

lname = ’Constant description’
call n_dscalar(fid,constant_name,lname,units)

constant_name, lname, and units can be any strings. Beneath, in section 5, the data is
written to the file. Example for a scalar constant:

call n_pvar_v(fid,’constant_name’,variable)
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Grid name Description Dimensions
cdf _grid _3D_t 3D tracer VAR(time,z_t,lat_t,lon_t)

cdf_grid_3D_u
cdf_grid_3D_v
cdf_grid_3D_w
cdf _grid_2Dh_t
cdf_grid_2Dh_u
cdf_grid_2Dm_u
cdf_grid_2Ds_oc
cdf_grid_2Dc_oc
cdf _grid_2Dc_atm
cdf_grid_2Dc_mon
cdf _grid_1Dy_t
cdf_grid_OD
cdf_grid_ODc_atm

3D U velocity

3D V velocity

3D W velocity

2D horizontal tracer

2D horizontal velocity

2D meridional velocity

2D horiz. seasonal ocean field
2D horiz. ocean climatology
2D horiz. atm. climatology
2D horiz. monthly climatology
1D (lat) tracer

0D (scalar) value

0D (scalar) seasonal atm. value

VAR(time,z_t,lat_t,lon_u)
VAR(time,z_t,lat_u,lon_t)
VAR(time,z_w,lat_t,lon_t)
VAR(time,lat_t,lon_t)
VAR(time,lat_u,lon_u)
VAR(time,z_w,lat_u)

VAR (time,yearstep_oc,lat_t,lon_t)

VAR (yearstep_oc,lat_t,lon_t)
VAR(yearstep_atm,lat_t,lon_t)
VAR (month,lat_t,lon_t)
VAR(time,lat_t)

VAR (time)

VAR (yearstep_atm)

Table E.1: Currently available grid types (cdf_grid GRIDSUFFIX) in the Bern3D NetCDF output module.
Dimensions with the suffix _t refer to tracer grid coordinates (centers of grid cells), those with the suffix _u or
_w refer to velocity grid coordinates (edges of grid cells). The yearstep_oc and yearstep_atm dimensions are
the model timestep of the year for the ocean (1-ndtyear) and for the atmosphere (1-atmndtyear), respectively.
month is the month of the year (1-12).

Structure name® Dimensions Output type Used in®
cdf _var_inst_3D VAR(varid,i,j,k) Full, instantaneous diag3*()
cdf _var_inst_2Dh VAR (varid,i,j) Full, instantaneous diag3=*()
cdf var_inst_2Dm VAR(varid, j,k) Full, instantaneous diag3*()
cdf_var_inst_2Ds_oc VAR(varid,i,j,m) Full, instantaneous diag3=*()
cdf _var_inst_2Dc_oc VAR(varid,i,j,m) Full, instantaneous *final ()
cdf var_inst 2Dc_atm  VAR(varid,i,j,m) Full, instantaneous *final ()
cdf var_inst 2Dcmon  VAR(varid,i,j,m) Full, instantaneous *final ()
cdf var_inst_1D VAR(varid,i/j/k) Full, instantaneous diag3*()
cdf var_inst_OD VAR (varid) Full, instantaneous diag3* ()
cdf var_inst_ODc VAR (varid,m) Full, instantaneous *final ()
cdf_var_ave_3D VAR(varid,i,j,k) Full, averaged diag99* ()
cdf _var_ave_2Dh VAR(varid,i,j) Full, averaged diag99*()
cdf _var_ave_2Dm VAR (varid, j,k) Full, averaged diag99* ()
cdf _var_ave_1D VAR(varid,i/j/k) Full, averaged diag99*()
cdf _var_ave_OD VAR (varid) Full, averaged diag99*x ()
cdf var_tim inst VAR (varid) Time series, inst. diag2* ()
cdf_var_tim_ave VAR (varid) Time series, averaged diagé* ()

“The suffixes 2Dh and 2Dm refer to 2D horizontal and meridional grids, respectively.
*Typically data is written to the data structure in this diagnostic routine.

Table E.2: Currently available data structures (cdf_var STORAGESUFFIX) used in the diagnostics code to
store data that will be written to NetCDF files by the NetCDF module later. varid is the variable ID defined
in netcdf_init() (i.e. cdf_vid_3D_tr(tr_VAR) for standard tracers and cdf_vid_SUFFIX_VAR for all other
variables.
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constant_name must be the same name as in the variable definition above and variable is
the variable actually containing the value.

Note that scalar constants should be written to the file as variables rather than global at-
tributes, in order to make them available for calculations in analysis scripts and to provide
the associated units.

E.3 Bern3D NetCDF input

NetCDF input is enabled when the _netcdf flag is set and the _asciirestart is NOT
set. Only the file containing the full instantaneous output is required to restart the model
(RESTARTRUN_YYYYYYY full inst.nc). If _asciirestart is set, input data will be read from
ASCII files instead and NetCDF input is disabled. Note that the input method is independent
of the _ascii flag which controls only the output and may be set in addition to _netcdf to
enable ASCII and NetCDF output simultaneously.

NetCDF input is implemented into file netcdf _input.F. It contains the subroutines:
e netcdf_input ()
e netcdf _read restart_year (runname,runnr,year)
e netcdf_read_3D(runname,runnr,varid,var)
e netcdf_read_2Dh(runname,runnr,varid,var)
e netcdf_read_OD(runname,runnr,varid,var)
e netcdf_read_2Dc_oc(runname,varid,var)
e netcdf_read_2Dc_atm(runname,varid,var)

e netcdf_read _ODc_atm(runname,varid,var)

The netcdf _read_3D reads in the 3D input data of variable var. Analogously, netcdf _read 2Dh
and netcdf_read 0D read in horizontal 2D and scalar input data. The netcdf _read *Dc_oc/atm
routines are used to read in climatologies.

varid is the identity of the variable as defined in netcdf_init() (in file netcdf _output.F).
runname and runnr are the name and timestep of the restart run and is read in from
RUNNAME___.main.parameter. When t00 in RUNNAME___.main.parameter is -1,

netcdf read restart_year (runname,runnr,year) is called to read in the first year of the
model run from the restart file.

Example: reading in the velocity-fields in netcdf_input ():

subroutine netcdf_input

[...]
c read in the runname and input-step number of the restart run.

call getstring(lout//’ .main.parameter’,’lin_name’,lin_name)
print *, ’NETCDF_INPUT: input filename (al8): ’, lin_name
call getint(lout//’.main.parameter’,’lin_nr’,lin_nr)

print *, ’NETCDF_INPUT: input number (i3): ’, lin_nr
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(i) Physical variables

C velocities

call netcdf_read_3D(lin_name,lin_nr,cdf_vid_3D_u
$ ,ul(1,0:imax,1: jmax,1:kmax))

call netcdf_read_3D(lin_name,lin_nr,cdf_vid_3D_v
,ul(2,1:imax,0: jmax,1:kmax))

$

return
end
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